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FLASH: A Multiphysics Simulation 
Framework
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• Solves (hyperbolic) Euler equations in 
time-explicit, high-order Godunov 
approach.

• Self-gravity via solution of Poisson’s eqn. 
(elliptic).

• Realistic table-based EOS

• Neutrino “leakage” in ray-by-ray approx.

4

FLASH: A Multiphysics Simulation 
Framework
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FLASH Scales!
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Involvement in Code Devel.
• Early (grad student): little, but some.  

Extending existing code features.  New 
problems.

• Later (sr. grad): new physics capabilities 
based on existing code units.

• Post-doc: completely new physics 
models.

• Now: extensive.  Development of new 
algorithms for gravity/hydro/MHD/
radiation, threading, etc.

7
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Breaking into Extreme Scale

• Early: medium scale. E.g., TACC, 
NERSC, NSF Tera-Grid, etc.

• Resources from UChicago/Flash Center

• Discretionary allocation(s)

9
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Discretionary Time

• Not just for code development and 
testing!

• Do science with it!

• Makes it easy for the Director to justify 
giving more time.

10
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Give Back to Your Patrons

• Providing extreme-scale resources is not 
cheap!

• Funding is not easy to come by...

• Help you patrons justify their continued 
funding.

• Publish papers, obviously.

• Also, give back in other ways.

11
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Era of 3D CCSN Simulation
• Grand challenge for 

computational astrophysics.

• Compromises must be made at 
the peta-scale.

• 3D makes an enormous impact.

• Nature is (at least) 3-D, and so 
are SNe!

12

SMC, 2012, ApJ in press
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Era of 3D CCSN Simulation
• Grand challenge for 

computational astrophysics.

• Compromises must be made at 
the peta-scale.

• 3D makes an enormous impact.

• Nature is (at least) 3-D, and so 
are SNe!

12

SMC, 2012, ApJ in press
Thanks to Argonne 

Leadership Computing 
Facility!

FLASH open-source 
multi-physics 

simulation framework,
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Is 3D the Key to Robust Explosions?
• Going from 1D to 2D results in favorable conditions for 

explosions.  Multidimensional effects important!

• Will a fundamentally-3D phenomenon aid explosions?

• Parametric sims from Princeton group show easier 
explosions in 3D v. 2D (Nordhaus et al. 2010, Dolence 
et al. 2013).  

• Not corroborated by similar study from Garching group 
(Hanke et al. 2012): no significant difference 2D v. 3D.

13

Dimensionality and the Hydrodynamics of CCSNe 13

Figure 20. Sequence of volume renderings of the specific entropy for the 3D Lνe = 2.2× 1052 erg s−1 model. As seen at the bottom left
of each image, a high entropy plume forms around ∼250–300ms and persists for hundreds of milliseconds, eventually pushing the shock
out far enough to seemingly trigger the global explosion. A similar structure appears around ∼450ms at the top right of each image, which
leads to similar local shock expansion thereafter.

region) and α ≈ 0.25. We note that α ≈ 0.25 gives an
”effective drag coefficient” Cd ≈ 12.5, which seems quite
large, but it is nontrivial to estimate reliably what value
Cd should take in this context, especially considering the
crude dimensional analysis on which the equations are
based. Given the simplicity of the model, the agreement
between the hydrodynamical simulation results and the
model predictions is quite surprising and encouraging.
Second, there is a critical luminosity for a given mass

accretion rate and shock radius above which a bubble
will runaway. If the stalled shock radius scales as Lβ ,
then the critical luminosity for runaway bubble growth
is proportional to Ṁ1/1+β . Empirically, β ∼ 3 and if we

adopt the parameters used above we find

Lcrit ≈2.2

(

M

1.6M!

)1/4
(

Ṁ

0.25M! s−1

)1/4

×
( τ

0.04

)−1/4
× 1052 erg s−1,

(12)

which seems consistent with the critical explosion curves
from parametrized multi-D models shown in other works
(Murphy & Burrows 2008; Nordhaus et al. 2010; Hanke
et al. 2012; Couch 2012). Inasmuch as runway bubble
growth is associated with explosions, this may be viewed
as an alternative, albeit crude, derivation of the criti-
cal luminosity curve of Burrows & Goshy (1993). This
may suggest that the reduction in the critical luminosity
in going from 1D to 2D and 3D models might arise, in
part, from the emergence of bubbles and their runaway
growth. The crudeness of the model precludes us from

The Astrophysical Journal, 755:138 (23pp), 2012 August 20 Hanke et al.

Figure 10. Upper row: quasi-3D visualization of the 11.2 M! simulations in two dimensions (upper left panel) and three dimensions (upper right panel) with an
electron–neutrino luminosity of Lνe = 1.0 × 1052 erg s−1 and an angular resolution of 2◦, comparing the structure at 700 ms p.b., roughly 150 ms after the onset of
the explosions. Since the explosion started slightly earlier in the 2D model (see the upper panel of Figure 7 and Table 2) the shock is more extended in the left image.
While in this case the shock possesses a much stronger dipolar deformation component than in three dimensions (cf. Figure 9, lower right panel), the distribution of
accretion funnels and plumes of neutrino-heated matter exhibits a hemispheric asymmetry in both cases. Because of the axisymmetry of the 2D geometry this concerns
the hemispheres above and below the x–y-plane in the upper left plot, whereas the virtual equator lies in the plane connecting the upper left and lower right corners of
the top right image and the lower left and upper right corners of the bottom right picture. Note that the jet-like axis feature in the upper left figure is a consequence
of the symmetry constraints of the 2D setup, which redirect flows moving toward the polar grid axis. Such artifacts do not occur in the 3D simulation despite the use
of a polar coordinate grid there, too. Lower row: ray-tracing and volume-rendering images of the three-dimensional explosion of the 11.2 M! progenitor for the same
simulation and time displayed in the upper right image. The left lower panel visualizes the outer boundaries of the buoyant bubbles of neutrino-heated gas and the
outward-driven shock, which can be recognized as a nearly transparent, enveloping surface. The visualization uses the fact that both are entropy discontinuities in the
flow. The infalling matter in the preshock region appears as diffuse, nebular cloud. The right lower panel displays the interior structure by the entropy per nucleon of
the plasma (red, yellow, green, light blue, dark blue correspond to decreasing values) within the volume formed by the high-entropy bubbles, whose surface is cut
open by removing a wide cone facing the observer. Note the clear dipolar anisotropy with stronger explosion toward the northwest direction and more accretion at the
southeast side of the structure.

corresponding 2D simulation, despite both having the same zone
sizes in the angular directions.

The data listed in Table 2 contain the clear message that
2D models with better angular resolution usually develop

explosions earlier in contrast to 3D runs, which explode later
or not at all when the angular zoning is finer. There can be
2D exceptions to the general trend (e.g., the 15 M! cases with
Lνe

= 2.1 × 1052 erg s−1 and 0.◦5 and 1◦ resolution for 400
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Simple Neutrino Physics Sims

14

Dolence et al. 2013
(also Nordhaus et al. 2010)
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Simple Neutrino Physics Sims
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Dolence et al. 2013
(also Nordhaus et al. 2010)

3D explodes faster
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Simple Neutrino Physics Sims

14

Dolence et al. 2013
(also Nordhaus et al. 2010)

SMC, 2012, ApJ in press
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Simple Neutrino Physics Sims
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3D Parametric Sims
SMC, 2012, ApJ in press3D 2D
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3D Parametric Sims
SMC, 2012, ApJ in press3D 2D
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Why does 2D explode?

16
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Figure 3. Critical neutrino luminosity curves in both mass accretion rate (left) and post-bounce time (right) for our set of 1D, 2D, and 3D simulations with the 15
M� progenitor. We reproduce the common result that the critical curves are lower in 2D than in 1D, however, we find that for our fiducial resolution of 0.7 km the
3D critical curves are higher than the 2D curves. Thus, our results indicate that obtaining explosion is more difficult in 3D. Critical curves for increased resolution
1D and 2D simulations are also shown. Increasing resolution in 1D results in almost no difference in the curves, whereas in 2D the higher-resolution simulations
explode later and the curves are much closer to the 3D counterparts.

shock radius expands more quickly in 2D than 3D.
In 2D, the explosion time for a given luminosity is sensitive

to the grid resolution used. Increasing the finest grid resolu-
tion to 0.5 km and reducing the radial refinement limiter, ⌘,
to 0.94% results in a 2D criticality curve much more simi-
lar to the 3D curve at the fiducial resolution of 0.7 km (and
⌘ = 1.25%). Increasing the resolution in 1D simulations re-
sults in almost no change in the explosion times as a function
of neutrino luminosity. This very importantly indicates that
the cause of the resolution dependence is connected to an in-
trinsically multidimensional process. At present, we lack the
necessary computational resources to carry out a resolution
study in 3D, though our results certainly indicate the necessity
of such a study. Hanke et al. (2012) do carry out a resolu-
tion study including 3D and also find that the explosion times
are very dependent on grid spacing. For simulations with 400
unequally-spaced radial zones, Hanke et al. find that increasing
the angular resolution of their spherical grid results in earlier
explosions in 2D but later explosions in 3D. Considering sim-
ulations with at least 600 radial zones, the dependence of the
explosion times on resolution is not always consistent amongst
their results; increasing the angular resolution delays explosion
in 2D for some of their models. It is important to note that
their fiducial resolution (3.

�) is substantial coarser than ours
(⇠ 0.

�
54) and the finest resolution they use in 3D (1.

�
5) is still

coarser than our resolution.

4. INTERPRETATION AND ANALYSIS
4.1. Shock Expansion Driven by Buoyancy

So then, what is the explanation of our results? That is,
why is it that our 2D simulations explode earlier than our
3D? and why does increasing the resolution in 2D result in
later explosions? As we will argue in the following sections,
our results indicate that neutrino-driven buoyant convection
is the dominant instability that encourages shock expansion
for this progenitor, particularly in 3D. Similar arguments have
been made recently by Burrows et al. (2012) and Murphy
et al. (2012). In this picture, accreting gas in the gain region
absorbs neutrino energy eventually becoming buoyant and rises

Figure 4. Constant entropy contours for a value of 14 kB baryon�1 for
models with L⌫,52 = 1.7 at the respective times of explosion (see Table 1).
The left panel shows the 3D data and the right shows the 2D data revolved
about the symmetry axis. As discussed in the text, 2D simulations show
buoyant plumes that have much smaller surface area-to-volume ratios than for
3D.

toward the shock where this buoyant energy is used to push
the shock further out. The speed at which a plume rises will be
determined by the competition between the plume’s buoyancy,
determined by the amount of neutrino energy it has absorbed,
and the drag force from cold gas traveling downward through
the gain region (see, e.g., Dolence et al. 2012). A plume’s
buoyancy will be proportional to its volume since the neutrino
energy absorption rate will scale as the solid angle of the plume
times its neutrino optical depth. The drag force pushing back
against the buoyant plume will scale as the surface area of
the plume. Therefore, smaller plumes with greater surface
area-to-volume ratios will rise more slowly than larger plumes.

To see this, consider a spherical buoyant bubble of radius
rb at a distance from the coordinate origin Rb. The instanta-
neous buoyant force on this bubble is provided by neutrino

3D 2D

Artificially larger, 
more buoyant 

convective 
plumes in 2D

SMC, 2012, ApJ in press
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Why does 2D explode?
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Figure 3. Critical neutrino luminosity curves in both mass accretion rate (left) and post-bounce time (right) for our set of 1D, 2D, and 3D simulations with the 15
M� progenitor. We reproduce the common result that the critical curves are lower in 2D than in 1D, however, we find that for our fiducial resolution of 0.7 km the
3D critical curves are higher than the 2D curves. Thus, our results indicate that obtaining explosion is more difficult in 3D. Critical curves for increased resolution
1D and 2D simulations are also shown. Increasing resolution in 1D results in almost no difference in the curves, whereas in 2D the higher-resolution simulations
explode later and the curves are much closer to the 3D counterparts.

shock radius expands more quickly in 2D than 3D.
In 2D, the explosion time for a given luminosity is sensitive

to the grid resolution used. Increasing the finest grid resolu-
tion to 0.5 km and reducing the radial refinement limiter, ⌘,
to 0.94% results in a 2D criticality curve much more simi-
lar to the 3D curve at the fiducial resolution of 0.7 km (and
⌘ = 1.25%). Increasing the resolution in 1D simulations re-
sults in almost no change in the explosion times as a function
of neutrino luminosity. This very importantly indicates that
the cause of the resolution dependence is connected to an in-
trinsically multidimensional process. At present, we lack the
necessary computational resources to carry out a resolution
study in 3D, though our results certainly indicate the necessity
of such a study. Hanke et al. (2012) do carry out a resolu-
tion study including 3D and also find that the explosion times
are very dependent on grid spacing. For simulations with 400
unequally-spaced radial zones, Hanke et al. find that increasing
the angular resolution of their spherical grid results in earlier
explosions in 2D but later explosions in 3D. Considering sim-
ulations with at least 600 radial zones, the dependence of the
explosion times on resolution is not always consistent amongst
their results; increasing the angular resolution delays explosion
in 2D for some of their models. It is important to note that
their fiducial resolution (3.

�) is substantial coarser than ours
(⇠ 0.
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54) and the finest resolution they use in 3D (1.
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5) is still

coarser than our resolution.

4. INTERPRETATION AND ANALYSIS
4.1. Shock Expansion Driven by Buoyancy

So then, what is the explanation of our results? That is,
why is it that our 2D simulations explode earlier than our
3D? and why does increasing the resolution in 2D result in
later explosions? As we will argue in the following sections,
our results indicate that neutrino-driven buoyant convection
is the dominant instability that encourages shock expansion
for this progenitor, particularly in 3D. Similar arguments have
been made recently by Burrows et al. (2012) and Murphy
et al. (2012). In this picture, accreting gas in the gain region
absorbs neutrino energy eventually becoming buoyant and rises

Figure 4. Constant entropy contours for a value of 14 kB baryon�1 for
models with L⌫,52 = 1.7 at the respective times of explosion (see Table 1).
The left panel shows the 3D data and the right shows the 2D data revolved
about the symmetry axis. As discussed in the text, 2D simulations show
buoyant plumes that have much smaller surface area-to-volume ratios than for
3D.

toward the shock where this buoyant energy is used to push
the shock further out. The speed at which a plume rises will be
determined by the competition between the plume’s buoyancy,
determined by the amount of neutrino energy it has absorbed,
and the drag force from cold gas traveling downward through
the gain region (see, e.g., Dolence et al. 2012). A plume’s
buoyancy will be proportional to its volume since the neutrino
energy absorption rate will scale as the solid angle of the plume
times its neutrino optical depth. The drag force pushing back
against the buoyant plume will scale as the surface area of
the plume. Therefore, smaller plumes with greater surface
area-to-volume ratios will rise more slowly than larger plumes.

To see this, consider a spherical buoyant bubble of radius
rb at a distance from the coordinate origin Rb. The instanta-
neous buoyant force on this bubble is provided by neutrino
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Detailed Physics Sims
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Full Transport Sims Agree

19

SASI in 3D Supernova Models with Neutrino Transport 5
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Figure 2. Comparison of SASI activity and shock evolution in the 2D and 3D simulations of the 27M! model. Panel a: average shock
radius (〈rsh〉 = a0) and mass accretion rate of the collapsing stellar core at 400 km; panel b: components of the SASI ! = 1 amplitude
vector; panel c: rms shock deformation σ; panel d: kinetic energy of non-radial mass motions in the gain layer.
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Figure 3. Power spectra of vϕ of the 27M! 3D model sam-
pled between r = 63 km and 80 km at post-bounce times of 222ms
(black) and 259ms (red). At 222ms, the strong SASI produces
a distinctive peak at l = 1, which is absent during the later,
convection-dominated phase.

fore the average shock radius reaches its maximum ex-
tension at ∼ 250ms and the SASI sloshing dies off at
t ! 260ms. The presence of large-amplitude spiral mo-
tions is reflected by considerable variations of the mean
shock radius between 230ms and 260ms. These disap-
pear when the SASI activity ceases at t ∼ 260ms (Fig-

ure 2, upper left panel). Later on, until the end of our
3D simulation, aspherical mass motions in the postshock
layer are dominated again by the buoyant plumes typi-
cal of neutrino-driven convection (Figure 1, lower right
panel).
This verbal description of the dynamical evolution

of the postshock accretion layer is supported by a de-
tailed analysis based on several time-dependent parame-
ters that quantify the characteristic features of SASI ac-
tivity. To this end we perform a time-dependent decom-
position of the angle-dependent shock position rsh(θ,ϕ)
into spherical harmonics Y m

! :

am! =
(−1)|m|

√

4π (2$+ 1)

∫

Ω
rsh(θ,ϕ)Y

m
! (θ,ϕ)dΩ . (1)

Here the Y m
! are real spherical harmonics with the

same normalization as used by Burrows et al. (2012) and
Ott et al. (2012). With this choice of basis functions, the
coefficients with $ = 1 give the angle-averaged Cartesian
coordinates of the shock surface,

a−1
1 = 〈ysh〉 =: ay, a01 = 〈zsh〉 =: az, a11 = 〈xsh〉 =: ax,

(2)
and a00 is just the average shock-radius 〈rsh〉.
The time evolution of the coefficients ax, ay (3D), and

az (3D and 2D) is shown in panel b of Figure 2. Both
in 2D and in 3D, the shock surface clearly oscillates in
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pled between r = 63 km and 80 km at post-bounce times of 222ms
(black) and 259ms (red). At 222ms, the strong SASI produces
a distinctive peak at l = 1, which is absent during the later,
convection-dominated phase.
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tions is reflected by considerable variations of the mean
shock radius between 230ms and 260ms. These disap-
pear when the SASI activity ceases at t ∼ 260ms (Fig-

ure 2, upper left panel). Later on, until the end of our
3D simulation, aspherical mass motions in the postshock
layer are dominated again by the buoyant plumes typi-
cal of neutrino-driven convection (Figure 1, lower right
panel).
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of the postshock accretion layer is supported by a de-
tailed analysis based on several time-dependent parame-
ters that quantify the characteristic features of SASI ac-
tivity. To this end we perform a time-dependent decom-
position of the angle-dependent shock position rsh(θ,ϕ)
into spherical harmonics Y m
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Here the Y m
! are real spherical harmonics with the

same normalization as used by Burrows et al. (2012) and
Ott et al. (2012). With this choice of basis functions, the
coefficients with $ = 1 give the angle-averaged Cartesian
coordinates of the shock surface,

a−1
1 = 〈ysh〉 =: ay, a01 = 〈zsh〉 =: az, a11 = 〈xsh〉 =: ax,

(2)
and a00 is just the average shock-radius 〈rsh〉.
The time evolution of the coefficients ax, ay (3D), and

az (3D and 2D) is shown in panel b of Figure 2. Both
in 2D and in 3D, the shock surface clearly oscillates in
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Figure 1. Snapshots of phases with convective and SASI activity in the evolution of the 27M! model at 154ms, 223ms, 240ms (upper
panels, from left to right), 245ms, 249ms, and 278ms (lower panels, from left to right). The volume rendering visualizes surfaces of
constant entropy: The outer, bluish, semi-transparent surface is the supernova shock, the red surfaces are entropy structures in the
postshock region. The upper left panel displays mushroom-like plumes of expanding, high-entropy matter that are typical of neutrino-
driven buoyancy. The upper middle and right plots and the lower left and middle panels show distinctly different entropy structures
of dipolar (and quadrupolar) asymmetry, which engulf the still visible buoyant plumes with their higher-order spherical harmonics mode
pattern. The entropy asymmetries of ! = 1, 2 character are caused by global shock sloshing motions, which create hemispheric high-entropy
shells in phases of shock expansion. At 223ms and 240ms the shock has pushed towards the lower right corner of the panels whereas
at 245ms and 249ms it is in a phase of violent expansion motion towards the upper left corner of the plots. All stages exhibit a strong
deformation of the shock. At 278ms the vivid SASI phase is over, the shock is more spherical again, and the postshock entropy structures
correspond to neutrino-driven plumes.

a certain threshold amplitude (Burrows et al. 2012). Pe-
riodic SASI oscillations and large-scale shock deforma-
tions caused by convection can therefore hardly be mis-
taken for each other in 3D.
Images of the entropy distribution in the postshock

layer (Figure 1) and in particular the corresponding
movie of our 3D simulation of the 27M! progenitor
indeed provide a clear hint that both distinctly differ-
ent instabilities are at work in the shocked accretion
flow around the nascent neutron star. The instabili-
ties develop nearly at the same time and are present si-
multaneously for an extended period of the simulated
postbounce evolution. The first small mushroom-like
Rayleigh-Taylor fingers of neutrino-driven convection be-
come visible around 80–100ms after bounce to subse-
quently grow stronger and larger in angular size over a
timescale of some ten milliseconds. At about 125ms p.b.
the rising plumes begin to cause shock deformation and
a modest amount of global asphericity of the accretion
layer. Until ∼155ms the activity in the postshock layer
is clearly dominated by neutrino-driven buoyancy (Fig-
ure 1, upper left panel), but at t ! 155ms, during a phase

of accelerated shock recession, coherent entropy struc-
tures show up first. The corresponding low-mode spher-
ical harmonics pattern clearly differs from the buoyant
mushrooms on smaller angular scales. This phenomenon
is associated with shock oscillations, which quickly am-
plify to bipolar shock sloshing motions and create charac-
teristic, hemispheric high-entropy shells during phases of
fast shock expansion. These half-shells of shock-heated
matter engulf the buoyant bubbles of neutrino-driven
convection in deeper regions (Figure 1, upper middle and
right and lower left and middle panels). While the slosh-
ing axis initially wanders, it becomes more stable as the
SASI sloshing of the shock further grows in amplitude
and violence between ∼195ms and ∼240ms. As a con-
sequence, an expansion of the average shock radius is
driven even before the Si/SiO composition-shell interface
arrives at the shock and the mass accretion rate starts to
drop steeply at t ∼ 220ms (Figure 2, upper left panel).
The decrease of the accretion rate supports the shock
expansion, in course of which the bipolar, quasi-periodic
shock pulsations gain even more power. At t ∼ 225ms
a spiral mode seems to set in for several revolutions be-

Hanke et al. 2013

2D explodes, but 
3D does not.
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Conclusions 

20

• Results indicate explosions are artificially easy in 2D.

• 3D alone may NOT be the key to robust neutrino-driven 
explosions.

• But...Real CCSNe are 3D and explode all the time!  
CCSN mechanism must be studied in 3D.

• Results imply that we are missing key physics (or getting 
the physics wrong. Resolution?).

• Possible missing physics: rotation and magnetic fields, 
realistic 3D progenitor structure.
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Some Things Learned

• For me, HPC is about doing science.

• “Better is the enemy of good (enough).”

• “Never let code optimization slow you 
down.”

• human vs. computer time: It’s all about 
wall clock time-to-solution.
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Some Things Learned

• Be human: use tools!

• grep and adding print statements are not 
the only ways to debug

• look into, e.g., gdb, valgrind, hpctoolkit

• whenever possible, use a package 
manager

• use an IDE, such as, e.g., emacs or vi.
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Some Things Learned

• (the most?) Important tool: version 
control!

• A must for code, but good for everything 
else too (especially papers!).

• Check-in early and often...like voting in 
Chicago.
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Some Things Learned

• TEST YOUR CODE.

• Verification of implementation is crucial

• Validation important, but harder

• Have a test suite

24
Tuesday, July 30, 13



ATPESC, 30 July 2013 S.M. Couch

Some Things Learned

• Back your data up!

• On your laptop/workstation, etc.

• and on the compute cluster

• use ALCF’s HPSS 

25
Tuesday, July 30, 13



ATPESC, 30 July 2013 S.M. Couch

Some Things Learned

• On using a new code or tool: RTFM.
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Some Things Learned

• Seriously consider making your code 
open-source.

• Open-source is analogous to open-
science.

• The benefits are demonstrable and many.
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Thanks!
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