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§  “If	our	R&D	is	going	to	be	relevant	ten	years	from	now,	we	need	to	shiC	
our	aDen0on	to	parallel	computer	architectures”	

§  “Los	Alamos	has	a	Denelcor	HEP:	let’s	experiment	with	it”	

MCS Division meeting c. 1983 



Parallel	PlaLorm	Paradox	
“The	average	*me	required	to	implement	a	moderate-sized	
applica*on	on	a	parallel	computer	architecture	is	equivalent	to	
the	half-life	of	the	latest	parallel	supercomputer.”	

“Although	a	strict	defini*on	of	“half-life”	could	be	argued,	no	computa*onal	
physicist	in	the	fusion	community	would	dispute	the	face	that	most	of	the	*me	
spent	implemen*ng	parallel	simula*ons	was	focused	on	code	maintenance,	
rather	than	on	exploring	new	physics.		Architectures,	soCware	environments,	
and	parallel	languages	came	and	went,	leaving	the	investment	in	the	new	
physics	code	buried	with	the	demise	of	the	latest	supercomputer.		There	had	
to	be	a	way	to	preserve	that	investment.”	

POOMA Project: 1996 
John Reynders 



Understand	the	Model	









§  OPM	(Other	People’s	Math	(libraries))	
§  Encapsula0on	

–  Parallelism	&	Messaging	&	I/O	

§  Embedded	Capabili0es	
–  Debugging	
–  Performance	Monitoring	
–  Correctness	Detec*on	
–  Resilience	

§  The	Two	Workflow	Views	
–  Science:	(problem	setup,	analysis,	etc.)	
–  Programmer:	(mod,	tes*ng,	document,	commit)	

§  Automa0on	
–  A+	Build	system,	nightly	test	and	build,	configura*on	
–  Embedded	versioning	and	metadata	

§  Community:	web,	tutorial,	email,	bug	tracking,	etc	

Pete’s Investment Recommendations 



Memory	
Heterogeneity	
Variability	




