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Time for a short poll…
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Q: Think back 10 years. How many of you would have 
predicted that many of our top HPC systems would be 

GPU-based architectures?

a) Yes

b) No

c) Waffle 
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Q: Think forward 10 years. How many of you predict 
that most of our top HPC systems will have the following 

architectural features?

a) X86 multicore CPU

b) GPU

c) FPGA/Reconfigurable processor

d) Neuromorphic processor

e) Deep learning processor

f) Quantum processor

g) RISC-V processor

h) Some new unknown processor

i) All/some of the above in one SoC
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Q: Now imagine you are building a new application with 
~3M LOC and 20 team members over the next 10 years. 
What on-node programming model/system do you use? 

a) C, C++, Fortran

b) C++ templates, policies, etc (e.g., AMP, Kokkos, RAJA, )

c) CUDA, cu***, HIP

d) OpenCL, SYCL

e) OpenMP or OpenACC

f) R, Python, Matlab, etc

g) A Domain Specific Language (e.g., Claw, PySL)

h) A Domain Specific Framework (e.g., PetSc)

i) Some new unknown programming approach

j) All/some of the above
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Motivating Trends
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Contemporary devices are approaching fundamental limits

I.L. Markov, “Limits on fundamental limits to computation,” Nature, 512(7513):147-54, 
2014, doi:10.1038/nature13570.

Economist, Mar 2016

R.H. Dennard, F.H. Gaensslen, V.L. Rideout, E. Bassous, and A.R. LeBlanc, “Design of ion-implanted 
MOSFET's with very small physical dimensions,” IEEE Journal of Solid-State Circuits, 9(5):256-68, 1974, 

Dennard scaling has already ended. Dennard observed that voltage and 
current should be proportional to the linear dimensions of a transistor: 2x 
transistor count implies 40% faster and 50% more efficient.
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Business climate reflects this uncertainty, cost, complexity, consolidation
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Sixth Wave of Computing

http://www.kurzweilai.net/exponential-growth-of-computing

Transition 
Period

6th wave
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Q: when was the field effect transistor patented?

https://www.edn.com/electronics-blogs/edn-moments/4422371/Lilienfeld-patents-field-effect-
transistor--October-8--1926

https://www.edn.com/electronics-blogs/edn-moments/4422371/Lilienfeld-patents-field-effect-transistor--October-8--1926
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Predictions for Transition Period

Optimize Software and 
Expose New 

Hierarchical Parallelism

• Redesign software to 
boost performance 
on upcoming 
architectures

• Exploit new levels of 
parallelism and 
efficient data 
movement

Architectural 
Specialization and 

Integration

• Use CMOS more 
effectively for specific 
workloads

• Integrate components 
to boost performance 
and eliminate 
inefficiencies 

• Workload specific 
memory+storage
system design

Emerging Technologies

• Investigate new 
computational 
paradigms
• Quantum 
• Neuromorphic
• Advanced Digital
• Emerging Memory 

Devices
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Quantum computing: Qubit design and fabrication 
have made recent progress but still face challenges

Science 354, 1091 (2016) – 2 December

http://nap.edu/25196

http://nap.edu/25196
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Neuromorphic (Brain Inspired) Computing

• SpiNNaker

• IBM True North

• BrainScaleS

• DANNA

• Others…

https://newsroom.intel.com/news/intels-pohoiki-beach-64-chip-neuromorphic-system-delivers-
breakthrough-results-research-tests/

https://m-cacm.acm.org/news/201072-the-
future-of-microchips

https://newsroom.intel.com/news/intels-pohoiki-beach-64-chip-neuromorphic-system-delivers-breakthrough-results-research-tests/
https://m-cacm.acm.org/news/201072-the-future-of-microchips
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Emerging Memory Devices

Image Source: IMEC
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New devices: Carbon Nanotube Transistors and Circuits

https://cen.acs.org/materials/electronic-materials/Carbon-nanotube-computers-face-makebreak/97/i8

https://cen.acs.org/materials/electronic-materials/Carbon-nanotube-computers-face-makebreak/97/i8
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https://www.thebroadcastbridge.com/content/entry/1094/altera-announces-arria-10-2666mbps-ddr4-memory-fpga-interface

Pace of Architectural Specialization is Quickening
• Industry, lacking Moore’s Law, will need to continue to 

differentiate products (to stay in business)
– Use the same transistors differently to enhance performance

• Architectural design will become extremely important, 
critical

– Dark Silicon

– Address new parameters for benefits/curse of Moore’s Law

• 50+ new companies focusing on hardware for Machine 
Learning

http://www.wired.com/2016/05/google-tpu-custom-chips/

D.E. Shaw, M.M. Deneroff, R.O. Dror et al., “Anton, a special-purpose machine for molecular dynamics 
simulation,” Communications of the ACM, 51(7):91-7, 2008.

http://www.theinquirer.net/inquirer/news/2477796/intels-nervana-
ai-platform-takes-aim-at-nvidias-gpu-techology

https://fossbytes.com/nvidia-volta-gddr6-2018/

Xilinx ACAP

HotChips 2018

HotChips 2018
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Analysis of Apple A-* SoCs

http://vlsiarch.eecs.harvard.edu/accelerators/die-photo-analysis

http://vlsiarch.eecs.harvard.edu/accelerators/die-photo-analysis
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Growing Open Source Hardware Movement Enables Rapid Chip Design

RISC-V Summit, 2018
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DARPA ERI Programs Aiming for Agile (and Frequent) Chip Creation

A. Olofsson, 2018
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Transition Period will be Disruptive – Opportunities and Pitfalls 
Abound

• New devices and architectures may not 
be hidden in traditional levels of 
abstraction

• Examples
– A new type of CNT transistor may be 

completely hidden from higher levels
– A new paradigm like quantum may require 

new architectures, programming models, and 
algorithmic approaches

Layer Switch, 3D NVM Approximate Neuro Quantum
Application 1 1 2 2 3
Algorithm 1 1 2 3 3
Language 1 2 2 3 3
API 1 2 2 3 3
Arch 1 2 2 3 3
ISA 1 2 2 3 3
Microarch 2 3 2 3 3
FU 2 3 2 3 3
Logic 3 3 2 3 3
Device 3 3 2 3 3

Adapted from IEEE Rebooting Computing Chart
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LLNL
IBM/NVIDIA

Department of Energy (DOE) Roadmap to Exascale Systems
An impressive, productive lineup of accelerated node systems supporting DOE’s mission

ANL
IBM BG/Q

ORNL
Cray/AMD/NVIDIA

LBNL
Cray/AMD/NVIDIA

LANL/SNL
TBD

ANL
Intel/Cray

ORNL
AMD/Cray

LLNL
TBD

LANL/SNL
Cray/Intel  Xeon/KNL

2012 2016 2018 2020 2021-2023

ORNL
IBM/NVIDIA

LLNL
IBM BG/Q

Sequoia (10)

Cori (12)

Trinity (6)

Theta (24)Mira (21)

Titan (9) Summit (1)

NERSC-9Perlmutter

Aurora

ANL
Cray/Intel KNL

LBNL
Cray/Intel  Xeon/KNL

First U.S. Exascale Systems

Sierra (2)

Pre-Exascale Systems [Aggregate Linpack (Rmax) = 323 PF!]

Jan 2018

Heterogeneous Cores

Deep Memory incl NVM

Plateauing I/O Performance
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Frontier | 7 May 2019  
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ASCR Extreme Heterogeneity Workshop
January 23-25, 2018 Virtual Meeting

• Goal: Identify Priority Research Directions for Computer Science needed to make 
future supercomputers usable, useful and secure for science applications in the 2025-
2040 timeframe

– Note that quantum computing was defined as out of scope by ASCR.

• Primary focus on the software stack and programming models/environments/tools

• 150+ participants: DOE labs, academia, and industry

• White papers solicited (106 received!) to contribute to the FSD, identify potential 
participants, and help refine the agenda

• First ASCR workshop to use Basic Research Needs format (BES inspired)
– Summit, Summit report, Factual Status Document, whitepapers, BRN/PRD result

• Organizing Committee
– Jeffrey Vetter (ORNL), Lead Organizer and Program Committee Chair
– Ron Brightwell (Sandia-NM), Pat McCormick (LANL), Rob Ross (ANL), John Shalf (LBNL)
– Lucy Nowell, ASCR Program Manager

• Program Committee Members
– Katy Antypas (LBNL, NERSC), David Donofrio (LBNL), Maya Gokhale (LLNL), Travis Humble (ORNL), 

Catherine Schuman (ORNL), Brian Van Essen (LLNL), Shinjae Yoo (BNL)

https://orau.gov/exheterogeneity2018/
https://doi.org/10.2172/1473756

https://orau.gov/exheterogeneity2018/
https://doi.org/10.2172/1473756
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EH Priority Research Directions (PRDs)

•Flexible, expressive, programming models and languages
•Intelligent, domain-aware compilers and tools
•Composition of disparate software components

Maintaining and improving 
programmer productivity

•Automated methods using introspection and machine learning
•Optimize for performance, energy efficiency, and availability

Managing resources 
intelligently

•Evaluate impact of potential system designs and application mappings
•Model-automated optimization of applications

Modeling & predicting 
performance

•Methods for validation on non-deterministic architectures
•Detection and mitigation of pervasive faults and errors

Enabling reproducible 
science despite non-

determinism & asynchrony

•Mapping of science workflows to heterogeneous hardware and software services
•Adapting workflows and services to meet facility-level objectives through learning 

approaches

Facilitating Data 
Management, Analytics, and 

Workflows



88CSMD Summer Overview June 9, 2017CSMD Computer Science and 
Mathematics Division

Future Technologies Group (FTG)
Jeffrey S. Vetter, Group Leader

The Future Technologies Group performs research in core 
technologies for emerging generations of high-end 
computing architectures, including prototype computer 
architectures and experimental software systems. We 
investigate these technologies with the goal of improving the 
performance, energy efficiency, reliability, and productivity of 
these architectures for our sponsors and applications teams. 
See http://ft.ornl.gov. 

Key Technical Areas

• Heterogeneous 
architectures

• Deep memory hierarchies 
including non-volatile 
memory

• Performance 
measurement, analysis, 
simulation, and modeling 
of emerging architectures.

• Programming systems to 
address emerging 
architectures

• Beyond Moore's 
Computing

Software Artifacts

• Scalable Heterogeneous 
Computing Benchmarks 
(SHOC)

• mpiP
• DESTINY
• Aspen
• OpenARC
• Papyrus
• NVL-C
• Oxbow
• LLVM Clacc and Parallel 

IR
• DRAGON
• RISC-V Extensions

Sponsors

• DOE ASCR, BER
• DOE Exascale Computing 

Project
• DOE SciDAC
• DARPA
• ORNL LDRD
• National Science 

Foundation
• Department of Defense
• NIH

Impact

• Publications in SC, ICS, 
HPDC, TPDS, DATE, 
PLDI, IPDPS, Trans VLSI, 
etc.

• Two Gordon Bell awards
• NSF Keeneland
• DOE Titan
• IEEE TCHPC Early 

Career
• IEEE Fellows
• ~100 interns
• ~130 FTG seminars

https://www.thebroadcastbridge.com/content/entry/1094/altera-announces-arria-10-2666mbps-ddr4-memory-fpga-interface

FusionIO

http://ft.ornl.gov/


8989

CS & Math Research

TRL 1-3 Basic Concepts
• Examples: carbon-

nanotube computing, 
memristor-based 
neuromorphic computing, 
chip-level silicon 
photonics, universal 
quantum computing

TRL 4-6 Emerging
• Examples: FPGAs in HPC, 

TrueNorth, SpiNNaker, D-
Wave, Emu, many SoC-
based systems, TPU, Gen-Z 
NoCs, near-memory 
computing

TRL 7-9 Operational
• Examples: Titan, Cori, Mira, 

Summit, BlueWaters, 
Keeneland, Stampede, 
Tsubame2.5

Progression of Experimental Computing 
Technologies

Programming Assembly language, or less Few, if any, development tools Language support and compilers. 

OS-R Manual Specialized programming environments and OSs Commodity OS & runtime systems

Scale Small collections of devices Single to hundreds of engineered processing elements >10,000 processing elements

Performance
Analytical projections based 
on device empirical 
evaluation.

Analytical projections or simulation based on component 
or pilot system empirical evaluation.

Empirical evaluation of prototype and final 
systems.

Apps Small encoded kernels Architecture-aware algorithms; Mini-apps; Small 
applications Numerical libraries; Full scale applications

Example GPUs invented in 1999 OpenGL in 2001; CUDA in 2007; OpenCL in 2008; OpenACC
in 2010; DP in 2010; ECC in 2012

GPUs are a fully supported compute 
technology in the HPC ecosystem.

“Bench” System

Limited Access Testbed 

Experimental Prototype 

Production 
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ORNL ExCL Model

ExCL Common Infrastructure
Project and User management
•Accounts
•Projects and Proposals
•Help

Community
•Workshops
•Online discussions forums and issues
•Consolidated
•News

Shared Login and Gateway Nodes
•Gateway nodes
•Data transfer nodes
•Consistent and secure access to private 

network compartments

Authentication and Authorization
•Secure operations
•Partition access to specific compartments
•System and account lifecycles
•Experience with management of export 

controlled and proprietary systems

Shared Filesystems and Databases
•Secure access to filesystems across pillars

Monitoring and control systems
•Manage access to shared resources
•Manage privileged access levels
•Lights out operation

Source Code and Data sets
•Source Code repos
•Performance databases for applications 

and architectures

Web
•Educational and reference materials
•Outreach
•Both Open and Controlled access

ExCL Technology Pillars 
GPU: NVIDIA PASCAL, VOLTA

FPGA: Intel Arria 10, Stratix 10, Xilinx U250

NVM: Intel Optane, Apache Pass

Deep memory: HBM2

SoC: ThunderX2, Zynq

Data intensive: Emu

Cloud: OpenStack Cluster

Cryogenic devices: JJ memory cell

Neuromorphic: TrueNorth

Quantum: Rigetti, IBM, D-wave

Deep Learning

This year’s hot item

Pe
r p

illa
r e

xp
er

t c
ol

la
bo

ra
tio

n

Pillars refreshed annually

https://excl.ornl.gov

• Provide low-level access to emerging computer architectures to encourage 
experimentation and prototyping of new hardware and software solutions.

• Not just testbeds, but staff and software environments to support this mode 
of operation.

https://excl.ornl.gov/
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Learn more about ExCL or Apply for Access

●

91

https://excl.ornl.gov/accessing-excl/

https://excl.ornl.gov

https://excl.ornl.gov/accessing-excl/
https://excl.ornl.gov/
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Take Away Messages

1. Moore’s Law as we know it is definitely ending for either economic or technical reasons in the next by 
2025

2. CMOS continues indefinitely – incredible technology!
1. Specialization – use the same transistors differently
2. Architecting effective solutions will be critical for industry, HPC

3. Parallelism – our area of expertise – will continue to be the major contributor to performance 
improvements in HPC, enterprise for moving forward for the next decade

1. Interconnect and memory bandwidth and capacity will need to improve

4. Our community must aggressively explore emerging technologies now!
1. Some technologies will disrupt entire stack

5. Tremendous opportunities and challenges in designing and deploying these new technologies with 
massive existing software

1. Many opportunities to provide new software frameworks for fundamental computer science problems: resource 
management, mapping, programming models, portability, algorithms, etc.

6. Start exploring these new technologies!
7. Talk to your colleagues in physics, chemistry, electrical engineering, math, etc
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Recap

• Recent trends in computing paint an ambiguous 
future (for HPC and broader community)

– Contemporary systems provide evidence that power 
constraints are driving architectures to change rapidly 
(e.g., Dennard, Moore)

– Multiple architectural dimensions are being 
(dramatically) redesigned: Processors, node design, 
memory systems, I/O

• Major transition point for computing
– New devices
– New architectures
– New programming systems

• Complexity and uncertainty are ubiquitous

• Programming systems must provide performance 
portability (in addition to functional portability)!!

• In near term, rate of change will accelerate and 
grow more diverse

• Visit us
– We host interns and other visitors year 

round
• Faculty, grad, undergrad, high school, 

industry

• Jobs in FTG
– Postdoctoral Research Associate in 

Computer Science
– Software Engineer
– Computer Scientist
– Visit https://jobs.ornl.gov

• Contact me vetter@ornl.gov

https://jobs.ornl.gov/
mailto:vetter@ornl.gov
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Bonus Material
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https://www.micron.com/~/media/track-2-images/content-images/content_image_hmc.jpg?la=en

Memory Systems Started 
Diversifying Several Years Ago

• Architectures
– HMC, HBM/2/3, LPDDR4, GDDR5X, etc
– 2.5D, 3D Stacking

• Configurations
– Unified memory
– Scratchpads
– Write through, write back, etc
– Consistency and coherence protocols
– Virtual v. Physical, paging strategies

• New devices
– ReRAM, PCRAM, STT-MRAM, 3D-Xpoint

• Integrating compute and memory
– PIM, CIM, In-mem

http://gigglehd.com/zbxe/files/attach/images/1404665/988/406/011/788d3ba1967e2db3817d259d2e

H.S.P. Wong, H.Y. Lee, S. Yu et al., “Metal-oxide RRAM,” Proceedings of the IEEE, 100(6):1951-70, 2012.

J.S. Vetter and S. Mittal, “Opportunities for Nonvolatile Memory Systems in Extreme-Scale High Performance 
Computing,” CiSE, 17(2):73-82, 2015.

https://www.micron.com/%7E/media/track-2-images/content-images/content_image_hmc.jpg?la=en
http://gigglehd.com/zbxe/files/attach/images/1404665/988/406/011/788d3ba1967e2db3817d259d2e83c88e_1.jpg
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NVRAM Technology Continues to Improve – Driven by Broad Market Forces

http://www.eetasia.com/STATIC/ARTICLE_IMAGES/201212/EEOL_2012DEC28_STOR_MFG_NT_01.jpg

http://www.eetasia.com/STATIC/ARTICLE_IMAGES/201212/EEOL_2012DEC28_STOR_MFG_NT_01.jpg
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