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ALCF AI Testbed

• The ALCF AI Testbed provides an infrastructure for the next-generation of AI-
accelerator machines.

• The AI Testbed aims to help evaluate the usability and performance of machine learning-
based high-performance computing applications running on these accelerators. The goal is to 
better understand how to integrate with existing and upcoming supercomputers at the 
facility to accelerate science insights.

Cerebras CS-2 

Wafer-Scale Deep 

Learning 

Accelerator

SambaNova

Dataflow 

Accelerator

Graphcore MK1

Graphcore Intelligent 

Processing Unit (IPU)

Groq Tensor 

Streaming Processor

Habana Gaudi

Tensor Processing Cores

https://www.alcf.anl.gov/support/ai-testbed-userdocs/index.html
For CS: https://www.alcf.anl.gov/support/ai-testbed-userdocs/cerebras/System-Overview/index.html
For SN: https://www.alcf.anl.gov/support/ai-testbed-userdocs/sambanova/System-Overview/index.html
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Hardware

Source: White Paper: AI Changes Everything - SambaNova Systems (https://sambanova.ai/wp-
content/uploads/2021/06/SambaNova_AIisChangingEverything2021_Whitepaper_English.pdf)
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Motivation of hardware design

• A Flexible Dataflow Substrate: Parallel Patterns
• Looping abstractions with extra information on parallelism & access patterns
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Motivation of hardware design

• Reconfigurable Dataflow Architecture (RDA)
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Hardware design

• Reconfigurable Dataflow Architecture (RDU)
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Hardware design

• Rapid Dataflow Compilation to RDU
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Hardware design

• DataScale SN10-8R: Scalable performance for training and inference
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Hardware design

• Excelling at Model and Data Parallel Execution Models



Argonne Leadership Computing Facility10

Software
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Software design

• Full stack co-engineering yields optimizations where best delivered with the 
highest impact
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Software design

• SambaFlow Open Software for DataScale Systems
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Software design

• SambaFlow Open Software for DataScale Systems
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Software design

• A bit about precision

• The main idea of bfloat16 to provide a 16-bit floating point format that has the same dynamic 
range as a standard IEEE-FP32, but with less accuracy. That amounted to matching the size of 
the FP32 exponent field at 8 bits and shrinking the size of the FP32 fraction field down to 7 
bits. With bfloat16, SambaNova can provide better training throughput.
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Hardware

Source: White Paper for Cerebras System (https://www.cerebras.net/category/whitepaper/)
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Motivation of hardware design

• GPU approach
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Hardware design

• Cerebras CS-2: The world’s only purpose-built Deep Learning solution
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Hardware design

• The CS WSE architecture is built for deep 
learning

• AI-optimized compute

- Fully-programmable core, ML-optimized 
extensions

- e.g. arithmetic, logical, load/store, branch

- Dataflow architecture optimized for sparse, 
dynamic workloads

- Higher performance and efficiency for sparse NN
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Hardware design

• The CS WSE architecture is built for deep 
learning

• AI-optimized memory

- Traditional memory architectures shared 
memory far from compute

- The right answer is distributed, high 
performance, on-chip memory
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Hardware design

• The CS WSE architecture is built for deep 
learning

• AI-optimized communication

- High bandwidth, low latency cluster-scale 
networking on chip

- Fully-configurable to user-specified topology
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Hardware design

• Cerebras CS-2: Comparison with NVIDIA A100 GPU
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Software
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Software design

• Cerebras Software Stack handles graph compilation
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Software design

• Program using familiar ML Frameworks
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Software design

• Model extraction from ML Framework -> LAIR
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Hands-on Section on SambaNova and Cerebras
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BERT (language model) on hands-on section

• Bidirectional Encoder Representations from 
Transformers (BERT) is a transformer-based 
machine learning technique for natural language 
processing (NLP) pre-training developed by 
Google.

• The original English-language BERT has two 
models:

• (1) BERT_BASE: 12 encoders with 12 bidirectional self-
attention heads;

• (2) BERT_LARGE: 24 encoders with 16 bidirectional 
self-attention heads.
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SambaNova

• 1. Login to sn:

ssh ALCFUserID@sambanova.alcf.anl.gov

ssh sm-01

• 2. SDK setup:

source /software/sambanova/envs/sn_env.sh

• 3. Copy scripts:

cp 

/var/tmp/Additional/slurm/Models/ANL_Acceptance_RC1_11_5

/bert_train-inf.sh ~/

• 4. Run scripts:

cd ~; ./bert_train-inf.sh;

mailto:ALCFUserID@sambanova.alcf.anl.gov
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Cerebras

• 1. Login to CS-2:

ssh ALCFUserID@cerebras.alcf.anl.gov

ssh cs2-01-med1

• 2. Copy scripts:

cp -r /software/cerebras/model_zoo ~/

cd modelzoo/transformers/tf/bert

modify data_dir to 

“/software/cerebras/dataset/bert_large/msl128/” in 

configs/params_bert_large_msl128.yaml



Argonne Leadership Computing Facility30

Cerebras

3. Run scripts:

MODELDIR=model_dir_bert_large_msl128_$(hostname)

rm -r $MODELDIR

time -p csrun_cpu python run.py --mode=train --

compile_only --params 

configs/params_bert_large_msl128.yaml --model_dir

$MODELDIR --cs_ip $CS_IP

time -p csrun_wse python run.py --mode=train --params 

configs/params_bert_large_msl128.yaml --model_dir

$MODELDIR --cs_ip $CS_IP
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Thanks!
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