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Disclaimer

• ”If it’s simple, it’s always false. If it’s not, it’s unusable.” Paul Valéry
• ”Trust, but verify” Russian proverb
• And sorry in advance for the 3h long lecture...1

1”Stay awhile and listen...” Deckard Cain
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ToC

1. Introduction

2. Programming Model API / Runtime

3. Kernel Language / Compilation

4. Bonus: And where the fun begins

5. Conclusion

6. Q&A
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Introduction



Who I Am

• Part of the Performance Engineer Group at Argonne2

• Main focus on Aurora Compiler and Runtime
• So Expertise in Intel Toolchain, the rest will be more hand-wavy...3

• Member of the SYCL committee

2Like Vitali and Servesh
3I’m sure some people in the audience will be able to answers any AMD/NVIDIA question
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Non-Goals of this lecture

• Teach you CUDA, Hip, Level Zero4

• You are all smart, if you need to learn it you can find super nice tutorial
online

4But maybe I will teach you some OpenCL...
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Goal of this lecture

• Give you some foundation to understand the difference and similitude
between multiple low-level programming models (”Any fool can know. The
point is to understand.” Ernest Kinoy)

• Make clear the layering approach of current toolchains
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