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Presenter Notes
Presentation Notes
Introduce that we will cover an overview of Aurora hardware, software ecosystem and talk about how data flow concepts apply to exascale system.



PATH TO EXASCALE

Presenter Notes
Presentation Notes
Next three slides present an introduction of a supercomputer, history of supercomputer, DOE exascale project and one of the outcomes is Aurora.
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Elements of a supercomputer
• Processor

⏤architecturally optimized to balance complexity, cost, 
performance, and power 

• Memory
⏤generally commodity DDR, amount limited by cost

• Node
⏤may contain multiple processors, memory, and 

network interface

• Network
⏤optimized for latency, bandwidth, and cost

• IO System
⏤complex array of disks, servers, and network

• Software Stack
⏤compilers, libraries, tools, debuggers, …

• Control System
⏤ job launcher, system management

June 
2022

June 
2012

https://www.top500.org/statistics/treemaps/

Presenter Notes
Presentation Notes
Focus on the composition of supercomputer and highlight how main compute has shifted from vector processors to CPUs and predominantly GPUs in the last decade.
Mention there is more to a supercomputer than just the compute subsystem.
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Exascale Computing Project

https://science.osti.gov/-/media/bes/besac/pdf/201907/1330_Diachin_ECP_Overview_BESAC_201907.pdfhttps://www.top500.org/statistics/perfdevel/

Presenter Notes
Presentation Notes
Aurora’s journey started a long time ago. Highlight DOE roadmap and present that Aurora has joined the Exascale class of systems from this year ISC’24.
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Path to Exascale Computing

https://www.top500.org/statistics/overtime/

• Era of data parallel computing
⏤Dominated by GPUs
⏤Exploit SIMT/SIMD Parallelism

• Architectural Challenges
⏤Multichip Packaging
⏤Next generation technologies

Intel’s HPC GM Trish Damkroger Keynote ISC 2021 
https://www.youtube.com/watch?v=PuEcCRJLrvs
https://download.intel.com/newsroom/2021/data-center/Intel-ISC2021-keynote-presentation.pdf

Presenter Notes
Presentation Notes
Breakdown the complexity of GPUs and how they dominate the performance component of current class of supercomputing systems.
Talk about the innovations in silicon and manufacturing domination towards chiplets, how PVC’s complexity is an example of such a device.

https://www.youtube.com/watch?v=PuEcCRJLrvs


AURORA: HARDWARE

Presenter Notes
Presentation Notes
Aurora hardware broken down top to bottom
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Aurora High-level System Overview

SWITCH BLADE
1 Slingshot switch
64 ports
Dragonfly topology

COMPUTE RACK
64 Compute blades
32 Switch blades
GPU: 49.1 TB HBM
CPU: 8.2 TB HBM, 64 TB DDR5

System Service Nodes (SSNs)
User Access Nodes (UANs)
DAOS Nodes (DNs)
Gateway Nodes (GNs)

IOF service, scalable library loading
DAOS <-> Lustre data mover

COMPUTE BLADE
2x Intel Xeon Max Series w HBM
6x Intel Data Center GPU Max Series
GPU: 768 GB HBM
CPU: 128 GB HBM, 1024 GB DDR5

AURORA SYSTEM
166 Compute racks
10,624 Nodes
GPU: 8.16 PB HBM
CPU: 1.36 PB HBM, 10.9 PB DDR5
DAOS: 64 racks, 1024 nodes 
            230 PB (usable), 31 TB/s

Presenter Notes
Presentation Notes
Explain the hierarchy of Aurora. It starts with compute blade, then the network switch, the rack, the topology all form the Compute component of the Aurora system.
Additional components like I/O and service nodes are needed to support the system as well.
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Aurora Exascale Compute Blade

8

NODE CHARACTERISTICS

6   GPU - Intel Data Center GPU Max Series (#)

2   CPU - Intel Xeon CPU Max Series (#)

768   GPU HBM Memory (GB)

19.66   Peak GPU HBM BW (TB/s)

128   CPU HBM Memory (GB)

2.87   Peak CPU HBM BW (TB/s)

1024   CPU DDR5 Memory (GB)

0.56   Peak CPU DDR5 BW (TB/s)

≧ 130   Peak Node DP FLOPS (TF)

200   Max Fabric Injection (GB/s)

8   NICs (#)

Aurora Node

Intel Data 
Center GPU 
Max Series

128GB
HBM2e

512GB 
DDR5

Intel Data 
Center GPU 
Max Series

128GB
HBM2e

Intel Data 
Center GPU 
Max Series

128GB
HBM2e Intel Data 

Center GPU 
Max Series

128GB
HBM2e

Intel Data 
Center GPU 
Max Series

128GB
HBM2eIntel Data 

Center GPU 
Max Series

128GB
HBM2e

Intel Xeon 
CPU Max 

Series

PCIe Switch

HPE 
SS11

2x 200Gb

HPE 
SS11

2x 200Gb

HPE 
SS11

2x 200Gb

HPE 
SS11

2x 200Gb

Intel Xeon 
CPU Max 

Series
PCIe Switch

HPE 
SS11

2x 200Gb

HPE 
SS11

2x 200Gb

HPE 
SS11

2x 200Gb

HPE 
SS11

2x 200Gb

512GB 
DDR5

Presenter Notes
Presentation Notes
Highlight the aggregate metrics of the ECB. Next few slides talk about each component.
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Aurora Exascale Compute Blade - Components
https://download.intel.com/newsroom/2021/data-center/Intel-ISC2021-keynote-presentation.pdf

https://www.intel.com/content/www/us/en/newsroom/resources/press-kit-architecture-day-2021.html

 Intel Xeon Max Series CPU w HBM
 DDR5 and HBM
 PCIe Gen5

 Intel Data Center Max Series GPU
 Multi Tile architecture
 Compute Tile
 Xe Cores
 L1 Cache

 Base Tile
 PCIe Gen5
 HBM2e Main Memory
 MDFI
 EMIB

 GPU – GPU Interconnect
 Xe Link

Presenter Notes
Presentation Notes
This only introduces the components at high level. Each slide after this goes into the details.
Talk about the GPU being the key to performance and mention the specs.
Explain the various chiplets and the connectivity interface.
To drive these GPUs we need the SPRs and their PCIe I/O bandwidth.
Conclude with the GPU to GPU links and their all to all design.
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Intel Xeon Max Series CPU w HBM

https://www.hc33.hotchips.org/assets/program/conference/day1/H
C2021.C1.4%20Intel%20Arijit.pdf

 Dual socket
 52 cores
 First Level Cache: 32 KB Instruction Cache 

48 KB Data Cache
 Mid-Level Cache: 2 MB private per core
 Last Level Cache: 1.875 MB per core
 8 channels DDR5 @ 4400MT/s
 1TB DDR5 Memory
 64GB HBM2e per socket
 80 PCIe lanes with PCIe Gen 5.0 support 
 PCIe bifurcation support: x16, x8, x4, 

x2(Gen4)

https://www.intel.com/content/www/us/en/developer/articles/
technical/fourth-generation-xeon-scalable-family-overview.html

Presenter Notes
Presentation Notes
Go further down into the CPU to talk about all the specifications.
Focus on the SPR being a multi die chip with four compute quadrants connected via coherent fabric.
The various PCIe devices connect to the CPU’s fabric at different points in the plane.
This inherently introduces NUMA distance in SNC4 mode, the default operational config is Quad, which makes all the quadrants behave as a single unit.
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Intel Data Center GPU Max Series Architectural Components
• Xe Cores

 Vector Engine
 Traditional compute pipeline

 Matrix Engine
 Low precision systolic pipeline

 L1 Data Cache
 Shared Local Memory

 Instruction Cache

• Xe Slice
⏤Hardware Context
⏤Offload Units

• Xe Stack
⏤LLC
⏤HBM2e controllers
⏤Xe link
⏤Cache Memory Fabric
⏤PCIe Endpoint
⏤Hardware specific engines
⏤Stack to Stack Interconnect
⏤Xe links

 Multi GPU Interconnect

Compute Building Block of 
                         Intel® Data Center GPU Max Series

https://hc33.hotchips.org/assets/program/conference/day2/hc2021_pvc_final.pdf

Presenter Notes
Presentation Notes
Outline some high level features of the architecture
Showing the Xe core which consists of 8 vector engines, 8 matrix engines
and a 512 kb L1 cache that can be configured as a cache or SLM
16 Xe cores are grouped together to form a slice
And 4 slices are combined along with a large L2 cache, 4 HBM2E memory controllers, to form a Stack
One or more stacks can then be combined on a socket to form a GPU
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GPU Compute Execution

8 Threads

Software

Intel Data 
Center GPU 
Max Series

Work Items

W
or

k 
G

ro
up

512b SIMD

CCS3

CCS2

CCS1

CCS0

CCS3

CCS2

CCS1

CCS0

Thread Spaw
ner

XVE – Xe Vector Engine
GRF – General Register File
SLM – Shared Local Memory
RW L1 – Read/Write L1
HBM – High Bandwidth Memory

iCACHE – Instruction Cache
CCS – Compute Command Streamer
SIMD – Single Instruction Multiple Data

HBM

Stack 0

Stack 1

Hardware

HBM HBM HBM

Xe Link

Xe Link

HBM HBM HBM HBM

Xe-core

L3

Th
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XVE XVE XVE XVE

XVE XVE XVE XVE

RW L1

SLM

iCACHEiCACHE

XVE XVE XVE XVE

XVE XVE XVE XVE

RW L1

SLM

iCACHEiCACHE

XVE/
XMX

XVE/
XMX

XVE/
XMX

XVE/
XMX

XVE/
XMX

XVE/
XMX

XVE/
XMX

XVE/
XMX

RW L1

SLM

iCACHEiCACHE

Xe-core

XVE XVE XVE XVE

XVE XVE XVE XVE

RW L1

SLM

iCACHEiCACHE

XVE XVE XVE XVE

XVE XVE XVE XVE

RW L1

SLM

iCACHEiCACHE

XVE/
XMX

XVE/
XMX

XVE/
XMX

XVE/
XMX

XVE/
XMX

XVE/
XMX

XVE/
XMX

XVE/
XMX

RW L1

SLM

iCACHEiCACHE

Stack to Stack

https://www.intel.com/content/www/us/en/docs/oneapi/opti
mization-guide-gpu/2024-0/intel-xe-gpu-architecture.html

https://www.intel.com/content/www/us/en/docs/oneapi/optimization-
guide-gpu/2024-0/execution-model-overview.html

• Execution on the GPU starts with the allocation of memory and the compute 
kernel scheduled on the GPU

• The GPU threads are spawned and scheduled through the CCS

• Execution stops when the kernel hits the “end of thread” instruction

• Shared vs Device allocation implies different latencies for accessing the data

• GPU threads can switch when any of the stall condition occurs
⏤ However during execution threads cannot be interrupted

PCIe Gen5 x16

Presenter Notes
Presentation Notes
Walk through the compute kernel execution on the GPU.
Start with the description of the GPU kernel and how its composed of work items and work groups.
The first entry point into the GPU is the thread spawners that divide the work items and groups into tasks that can be mapped onto the Xecore (EUs)
Each Xecore has its own thread dispatcher that then launches the tasks on the individual compute pipelines
The GPUs have a flat memory address space across the HBM in all of the connected GPUs.
Each tile/stack has its own HBM stacks tagged to its local L3. ie. If a adjacent tile requests a memory access, data flows to the L3 banks of the tile this HBM is connected to before flowing to the destination.
There are dedicated compute engines, called CCS that is responsible the compute kernel contexts being scheduled on the tile/stack.
There are also a set of copy engines that are dedicated for memory movement between the host and the GPU or between GPUs via Xe links
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Aurora Cabinets at Argonne

Presenter Notes
Presentation Notes
Present an overview of how the ECBs sit on the chassis.
Point out the complexity of the design and the density of the racks.
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Consistent, Repeatable Application Performance
• Advanced congestion control
• Fine grained adaptive routing
• Very low average and tail latency

Extremely Scalable RDMA Performance
• Connectionless protocol
• Fine grained flow control
• MPI HW tag matching & progress engine
• Dragonfly topology – 3 switch hops (typical)

Native Ethernet  
• Native IP – no encapsulation
• High-scale bandwidth integration to campus

Network Switch

Rack switchesHPE Switch ASIC 100% DLC Switches

HPE NIC ASIC 100% DLC NIC MezzPCIe Adapters

HPE Slingshot Switches - 64 ports @ 200 Gbps

HPE Slingshot NICs - 200 Gbps 

Presenter Notes
Presentation Notes

Highlight the Cassini NICs and Slignshot switches. Both are custom ASICs.
Components in ECB and the cabinets are direct liquid cooled.
Slingshot NICs on storage or service nodes are air cooled pcie adapters.

QoS – Traffic Classes
Class: Collection of buffers, queues and bandwidth
Intended to provide isolation between applications via traffic shaping
Aggressive adaptive routing
Expected to be more effective for 3-hop dragonfly due to closer congestion information
Multi-level congestion management
To minimize the impact of congested applications on others
Very low average and tail latency
High performance multicast and reductions
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Interconnect Topology
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Each Link is 50GB/s bidirectional, 25GB/s unidirectional: 1 link per arc 2 links per arc 8 links per arc 24 links per arc

• 1-D Dragonfly Topology - 175 total groups (166 compute + 8 IO + 1 Service), 
• All the global links are optical, all the local links in compute groups are electrical
• 2 global links between any two compute groups 
• 24 links between any two IO groups, 8 links between the Service group and each IO group
• Total injection bandwidth: 2.12PB/s
• Total bisection bandwidth: 0.69PB/s

166

Presenter Notes
Presentation Notes
This slide is just an overview of the network topology, there is a more detailed slide on dragonfly topology in the next half of the presentation.
Focus on talking about the various interconnect topologies and how each supercomputer is typically designed to optimize the injection and bisection bandwidth based on the compute and I/O components.
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Aurora Storage Systems
• DAOS provides Aurora’s main “platform” high performance storage system

• Aurora leverages existing Lustre storage systems, Grand and Eagle, for center-wide data access and data sharing

System Capacity Performance

Aurora DAOS 230 PB @ EC16+2
 250 PB NVMe
 8 PB Optane PMEM

31 TB/s Read & Write

Eagle 100 PB @ RAID6
 8480 HDD
 40 Lustre MDT

> 650 GB/s Read & Write

Grand 100 PB @ RAID6
 8480 HDD
 40 Lustre MDT

> 650 GB/s Read & Write

• Intel Coyote Pass System
⏤ (2) Xeon 5320 CPU (Ice Lake)
⏤ (16) 32GB DDR4 DIMMs
⏤ (16) 512GB Intel Optane Persistent Memory 200
⏤ (16) 15.3TB Samsung PM1733
⏤ (2) HPE Slingshot NIC

• 1024 Total Servers
⏤Each node will run 2 DAOS engines
⏤2048 DAOS engines

Presenter Notes
Presentation Notes
DAOS Capacity – depends on what users choose for data protection – EC16+2 is erasure code with 16 data chunks and 2 parity chunks (allows surviving 2 failures)
Total NVMe would be DAOS  capacity with no data protection
Optane PMEM (persistent memory) is for metadata

Type of NVMe is not public
Image is of DAOS Storage Server (NVMe not pictured) 
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Aurora Storage Overview

Slingshot Fabric

Scalable Storage Cluster (SSC)
Xeon servers connected to JBOD
Lustre OSSs & MDSs

DAOS Nodes (DNs)
1024 Xeon servers
(16) 512GB NVRAM
(16) 15TB NVMe attached storage
DAOS service

Gateway Nodes (GNs)
100 Xeon servers with no local storage
Access to external storage

System Service Nodes (SSNs)

User Access Nodes (UANs)

DAOS Performance
230 PB capacity @ EC16+2
31TB/s

Lustre Performance
Grand – 100 PB @ 650 GB/s
Eagle – 100 PB @ 650 GB/s

Gateway nodes

Presenter Notes
Presentation Notes
Conceptual Aurora DAOS architecture
 - DAOS is integrated into Aurora high speed Slingshot network (blue plane)
 - DAOS servers are red box
 - gray boxes represent compute racks (not to scale)
 - Yellow box are gateway nodes that provide access Eagle and Grand
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Peak Performance
≧ 2 Exaflops DP

Intel GPU
Intel® Data Center GPU 
Max Series 1550

Intel Xeon Processor
Intel® Xeon Max Series 9470C 
CPU with High Bandwidth 
Memory

Platform
HPE Cray-Ex 

Compute Node
2x Intel® Xeon Max Series processors
6x Intel® Data Center GPU Max Series
8x Slingshot11 fabric endpoints

GPU Architecture
Intel XeHPC architecture
High Bandwidth Memory

Node Performance
>130 TF

System Size
166 Cabinets
10,624 Nodes
21,248 CPUs
63,744 GPUs

System Memory
1.36PB HBM CPU Capacity
10.9PB DDR5 Capacity
8.16PB HBM GPU Capacity

System Memory Bandwidth
30.58PB/s Peak HBM BW CPU
5.95PB/s Peak DDR5 BW
208.9PB/s Peak HBM BW GPU

High-Performance Storage
230PB 
31TB/s DAOS bandwidth
1024 DAOS Nodes

System Interconnect
HPE Slingshot 11
Dragonfly topology with adaptive routing

System Interconnect BW
Peak Injection BW 2.12PB/s
Peak Bisection BW 0.69PB/s

Network Switch
25.6 Tb/s per switch (64x 200 Gb/s ports) 
Links with 25 GB/s per direction

Programming Environment
• C/C++, Fortran
• SYCL/DPC++
• OpenMP 5.0
• Kokkos, RAJA

Presenter Notes
Presentation Notes
Conclude on a single slide all of the hardware specifications and introduce the software ecosystem which is covered in details on the next set of slides.



AURORA: SOFTWARE
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Three Pillars of Aurora

Simulation Data Learning

Directives

Parallel Runtimes

Solver Libraries

HPC Languages

Big Data Stack

Statistical Libraries

Productivity Languages

Databases

DL Frameworks

Linear Algebra Libraries

Statistical Libraries

Productivity Languages

Math Libraries, C++ Standard Library, libc

I/O, Messaging

Scheduler

Linux Kernel, POSIX

Compilers, Performance Tools, Debuggers

Containers, Visualization
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Introducing oneAPI Ecosystem

https://www.intel.com/content/www/us/en/newsroom/resources/press-kit-architecture-day-2021.html

https://www.intel.com/content/dam/develop/external/us/en/documents/oneapi-programming-guide.pdf“oneAPI is a cross-industry, open, standards-based unified 
programming model that delivers a common developer 
experience across accelerator architectures—for faster 
application performance, more productivity, and greater 
innovation.”

Three Components
• Language

• DPC++
• Libraries

• oneMKL, oneDAL, ...
• Hardware Abstraction Layer

• Level Zero (L0)

Set of specifications that any one can implement

Intel has their own implementations
https://software.intel.com/ONEAPI

Presenter Notes
Presentation Notes
Cover all of the compilers, libraries, frameworks, driver stack in a single slide

https://software.intel.com/ONEAPI
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Aurora Programming Models 
• Aurora applications may use

• DPC++/SYCL
• OpenMP
• Kokkos
• Raja
• OpenCL

• Experimental 
• HIP

• Not available on Aurora
• CUDA
• OpenACC

HIP

Presenter Notes
Presentation Notes
On Aurora, we will support a number of GPU programming models
Including the ones that come with Intel oneAPI software which are SYCL, OpenMP, and OpenCL
In addition Aurora will provide Kokkos and RAJA
Aurora won’t however provide CUDA, as CUDA is proprietary
However an alternative to CUDA is HIP which was initially developed for AMD GPUs, and work is underway to provide an experimental version on Aurora
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MPI
• Based on open source MPICH with new features to support Aurora
• Uses OFI (Open Fabrics Interface) to communicate with the Slingshot Interconnect
• Redesigned to reduce instruction counts and remove non-scalable data structures
• Innovative collective algorithms optimized for Dragonfly network topology
• GPU aware for Intel GPUs

• It is built on top of oneAPI Level Zero
• It supports point to point, one-sided, and collectives
• Support for different data types through the Yaksa library

• Intel GPUs and all-to-all connectivity across the GPUs inside the node
• Multiple NICs on the same node

• Distribution of processes to NICs
• Striping (a single rank distributes a single  message across multiple NICS)
• Hashing (a single rank sends different messages through different NICs, e.g., 

depending on the communicator or the target rank)
• Efficient multithreading support to use multiple NICs

Presenter Notes
Presentation Notes
Talk about GPU aware MPICH for both RDMA through PCIe between GPU and NIC and Xelink between GPU seamlessly.
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Launching jobs on Aurora

HPE Parallel Application 
Launch Service (PALS)

• Workload manager (WLM)
⏤Handles allocations of nodes to Jobs
⏤PBS Pro

• Application Launcher
⏤Provides a service to launch 

applications on the allocated nodes
⏤HPE PALS

• Process Management
⏤Process Management Interface - 

Exascale (PMIx)
 Scalable workflow orchestration 

by defining an abstract set of 
interfaces 

Presenter Notes
Presentation Notes
Mention that launching tasks across such large number of nodes comes with its own set of challenges.
Mention PMIx (Process Management Interface for Exascale) which expands on the PMI interface.
Highlight our overall job scheduler is PBS.



DATA FLOW DESIGN OF AN EXASCALE SUPERCOMPUTER

Presenter Notes
Presentation Notes
The next set of slides is my view on how a user can abstract out the data flow through Aurora supercomputer and design application code or algorithms that can mitigate bottlenecks that arise from programming in such a larger system
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Communication complexity of HPC Applications
 HPC Applications exhibit a variety of 

communication patterns
 Problem decomposition across the system is 

critical to avoid load imbalance
 Two forms of data flow design in a typical 

workload
 Point to Point
 Collective

 Significant portion of application runtime spent 
on communication calls
 Special patterns show up while

executing workloads
 Understanding data flow is

critical for performance efficacy

Understanding Communication Patterns in HPCG
https://www.sciencedirect.com/science/article/pii/S1571066118300598

https://hpc-tutorials.llnl.gov/mpi/collective_communication_routines/https://users.encs.concordia.ca/~abdelw/papers/JSS22_MPI-Latency.pdf

Presenter Notes
Presentation Notes
Introduce communication complexity in HPC applications
Talk about point to point vs collectives.
Mention the HPCG benchmark example.
Highlight that complex HPC applications typically fit into some form of communication pattern.
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An alternate view: Data Flow Design
 Optimize data flow for scalable computations
 Borrow concepts from DataFlow Computer 

Architecture to understand logical limitations
 Computation driven by latency of memory 

operation
 Design/implement algorithms that minimize data 

movement
 GPUs are optimized data parallel operations
 CPUs are optimized for control flow
 Identify communication patterns
 Apply data flow centric optimizations

Matrix-Based Algorithms for DataFlow Computer Architecture: An Overview and Comparison
https://link.springer.com/chapter/10.1007/978-3-030-13803-5_4

Conceptual Control Flow Design

Conceptual Data Flow Design

Presenter Notes
Presentation Notes
Introduce concepts behind data flow architecture.
Mention how CPUs typically fall under Von Neumann design and are control flow optimized.
GPUs are optimized for data parallel operations but are not strictly data flow architectures since there is some amount of control flow involved.
However, understanding data flow architecture would help users to apply data flow centric optimizations to better scale their workloads.
Ex. Parallelize data movement over local maxima of compute operations. This will prevent localized starvation improving overall load balance and efficiency of the run.
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Intel Data Center 
GPU Max Series

128GB
HBM2e

512GB DDR5

Intel Data Center 
GPU Max Series

Intel Data Center 
GPU Max Series

Intel Data Center 
GPU Max Series

Intel Data Center 
GPU Max Series

Intel Data Center 
GPU Max Series

Intel Xeon CPU 
Max Series

PCIe 
Switch

HPE 
SS11

2x 200Gb

HPE 
SS11

2x 200Gb

HPE 
SS11

2x 200Gb

HPE 
SS11

2x 200Gb

Intel Xeon CPU 
Max Series

PCIe 
Switch

HPE 
SS11

2x 200Gb

HPE 
SS11

2x 200Gb

HPE 
SS11

2x 200Gb

HPE 
SS11

2x 200Gb

512GB DDR5

Aurora Exascale Compute Blade – Data Flow

128GB
HBM2e

128GB
HBM2e

128GB
HBM2e

128GB
HBM2e

128GB
HBM2e

PCIe G5
DDR5   
Xe Link 
UPI   
PCIe G4 
Fabric  

64GB
HBM2e

64GB
HBM2e

Presenter Notes
Presentation Notes
Present the design overview of how data movement happens on the ECB.
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Intel Data Center 
GPU Max Series

128GB
HBM2e

512GB DDR5

Intel Data Center 
GPU Max Series

Intel Data Center 
GPU Max Series

Intel Data Center 
GPU Max Series

Intel Data Center 
GPU Max Series

Intel Data Center 
GPU Max SeriesPCIe 

Switch

HPE 
SS11

2x 200Gb

HPE 
SS11

2x 200Gb

HPE 
SS11

2x 200Gb

HPE 
SS11

2x 200Gb

Intel Xeon CPU 
Max Series

PCIe 
Switch

HPE 
SS11

2x 200Gb

HPE 
SS11

2x 200Gb

HPE 
SS11

2x 200Gb

HPE 
SS11

2x 200Gb

512GB DDR5

Intel Xeon Max Series CPU w HBM

128GB
HBM2e

128GB
HBM2e

128GB
HBM2e

128GB
HBM2e

128GB
HBM2e

PCIe G5
DDR5   
Xe Link 
UPI   
PCIe G4 
Fabric  

https://www.intel.com/content/www/us/en/developer/articles/technical/fourth-
generation-xeon-scalable-family-overview.html

Intel Xeon CPU 
Max Series

64GB
HBM2e

Presenter Notes
Presentation Notes
Start at the CPU and explain the complexity of the coherency fabric and it driven by credits to guarantee fair share access.



Argonne Leadership Computing Facility33

Intel Data Center 
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https://www.intel.com/content/www/us/en/docs/oneapi/optimization-
guide-gpu/2024-0/intel-xe-gpu-architecture.html

• Each GPU is actually composed of dual stacks
• The PCIe endpoint is present in only one of the stack
• Data movement between stacks happens through 

stack to stack interconnect

Presenter Notes
Presentation Notes
Next mention the data flow design between the two tiles/stacks of the GPU via MDFI.
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Sample Switch shown for illustration: https://www.renesas.com/us/en/general-
parts/89hpes4t4g2-4-lane-4-port-gen2-pcie-io-expansion-switch

PCIe G5
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Xe Link 
UPI   
PCIe G4 
Fabric  

CPU – NIC PCIe Switch Interface

• CPU’s 2x PCIe Gen5 x16 links are redistributed as 4x PCIe Gen4 x16
• Each of the downstream PCIe link from the switch drive a single NIC with dual ports

Presenter Notes
Presentation Notes
Now talk about data movement between components.
Before going into CPU to NIC path, explain what a PCIe switch does.
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CPU – NIC Data Flow
• Allocation of Host memory can happen in either the DDR or 

HBM of the CPU
• Data then needs to flow through the CPU’s internal bus before 

being accessed by the relevant quadrant’s PCIe bus

Presenter Notes
Presentation Notes
Now start bringing in more fine grained concept of data movement between the CPU’s DDR and the NIC.
Talk about explicitly crossing the CPU quadrants for data flow to happen in this path.
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• Multiple paths through CPU’s internal bus for data to migrate 
from CPU to GPU memory

• Interleave copy between multiple GPUs for data movement 
bound applications

• Prefer NUMA associated memory

512GB DDR5

Presenter Notes
Presentation Notes
Now go into the CPU’s DDR to GPU’s HBM.
Mention the reason data locality is important because if it has cross QPI path, additional latency involved.
Talk about how there is only a single PCIe endpoint on stack/tile 0 of the GPU, so adjacent tile’s memory needs to go over MDFI, L3 fabric and then HBM.
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GPU – NIC Data Flow

512GB DDR5

Presenter Notes
Presentation Notes
Now the most complex example of data movement between the NIC and the GPU.
Aurora doesn’t have GPUs and NICs directly connected.
Data movement needs to go via the PCIe interface all the way to the CPU’s CHA fabric.
In software the mechanism is called ”DMABuf”
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https://www.intel.com/content/www/us/en/newsroom/resources/press-kit-architecture-day-2021.html

Presenter Notes
Presentation Notes
Now bring the concept of Xe link.
Highlight that this link is fully featured fabric with its own link layer protocols and SerDes (Serializer Deseralizer).
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• Dual plane connectivity for a set of tiles
• Not necessarily all the tiles in the same level are connected
• When accessing independent tiles applications need to 

account for topology of connectivity

Presenter Notes
Presentation Notes
The GPU connectivity is not simple due to the dual stack/tile design.
The connectivity is a dual plane architecture and tiles in each plane are all to all connected.
Not all tile0 is connected due to physical placement restrictions of the GPU on the ECB itself.
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Dragon fly topology

 Hierarchical design
 Several groups connected with a mesh
 Intra group topology provides different Dragonfly 

“flavors”
 Reduces number of long links
 Minimizes no of hops
 Adaptive routing https://commons.wikimedia.org/wiki/File:Dragonfly-topology.svg

https://ieeexplore.ieee.org/document/4556717

Presenter Notes
Presentation Notes
Talk about dragonfly topology in detail.
Hierarchical design where a specific topology can be used at each group.
Limits the no of overall hops while dramatically decreasing the length of the cable needed.
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Each Link is 50GB/s bidirectional, 25GB/s unidirectional: 1 link per arc 2 links per arc 8 links per arc 24 links per arc

Aurora Dragonfly Interconnect

• 1-D Dragonfly Topology
• 175 total groups 
• 166 compute + 8 IO + 1 Service
• 2 global links between any two 

compute groups 
• 24 links between any two IO groups, 

8 links between the Service group 
and each IO group

• Total injection bandwidth: 2.12PB/s
• Total bisection bandwidth: 0.69PB/s

Presenter Notes
Presentation Notes
Now come back to the earlier diagram and mention how at each chassis you have local switches connected via links to the compute nodes.
Each of these chassis, 8 in total are all to all connected via local links.
Then each of the switch is connected to the other cabinets outside of this local group via global links.
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Aurora Dragonfly Interconnect
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Presenter Notes
Presentation Notes
Spend lot of time in this diagram bringing all of it together.
Walk though the flow of data from a GPU on a ECB, all the way out to one of the network switch.
Then point out how it would travel via the local or global link to the appropriate design.
Understanding this data flow would help application better optimize their code for this scale of a system.
Difficult for users to abstract without an example, so connect back to data flow architectures and imagine similar access pattern optimizations here.
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Conclusions
 Challenging design of a Exascale supercomputer
 Intricate system design
 Compute Performance Vs Communication Complexity
 Application scalability balanced by dense compute and hierarchical interconnect
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