MPI RMA Memory Model

= MPI-3 provides two memory models: separate and Separate  Unified
unified ]

= Separate Model

— Logical public and private copies Public

— MPI provides software coherence between window copies C?y %%te

— Extremely portable, to systems that don’t provide hardware i Copy
coherence Private
= New Unified Model Copy

— Single copy of the window

— System must provide coherence
— Superset of separate semantics
e E.g. allows concurrent local/remote access

— Provides access to full performance potential of hardware
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MPI RMA Memory Model (separate windows)
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= Very portable, compatible with non-coherent memory systems

= Limits concurrent accesses to enable software coherence
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MPI RMA Memory Model (unified windows)
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= Allows concurrent local/remote accesses
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= Concurrent, conflicting operations are allowed (not invalid)
— Outcome is not defined by MPI (defined by the hardware)

= Can enable better performance by reducing synchronization
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MPI RMA Operation Compatibility (Separate)

| toad | sore | Get | Put__| Ac__

Load NOVL NOVL
Get NOVL NOVL
Put NOVL NOVL
Acc vove |GG

This matrix shows the compatibility of MPI-RMA operations when two or
more processes access a window at the same target concurrently.

OVL - Overlapping operations permitted
NOVL - Nonoverlapping operations permitted
X — Combining these operations is OK, but data might be garbage
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MPI RMA Operation Compatibility (Unified)

I I N T S

Store NOVL NOVL NOVL

Put NOVL NOVL NOVL NOVL NOVL

Acc NOVL NOVL NOVL NOVL _

This matrix shows the compatibility of MPI-RMA operations when two or
more processes access a window at the same target concurrently.

OVL - Overlapping operations permitted
NOVL - Nonoverlapping operations permitted
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