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THE PROGRESSION OF THE SCIENTIFIC METHOD

| Increasing speed, automation, and scale> Accelerated

Accelerated
Big Data-driven N
& Scientific
Computational Science Method
] th i
Theoretical Science 4™ Paradigm
Empirical Science 3rd Paradigm
Science 2nd Paradigm
st i
Paradigm * Scientific knowledge at scale
Scientific laws in * Simulations * Big data, machine learning Al-generated hypotheses
bservations physics, biology, * Molecular dynamics * Patterns, anomalies * Autonomous testing
perimentation . . T | >
emistry, etc. * Mechanistic models * Visualization
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ACCELERATING DISCOVERY

Search capabilities

Literature search, preliminary
Data collection, Experiment,
Simulation, Observation

Reasoning capabilities

Devise a research plan
Problem solving

enerate hypothesis

’ropose innovative directions

Agentic Capabilities
Experimental design
Launch Simulation,
Experiment, Observation
Campaigns. Self Driving
Labs

Accelerated
Scientific
Method

Start here
ith a research question

Reporting capabilities

Analysis capabilities
Report generation (multi- rarecsi .

modal)
Result E_xplanation _ Result verifications, UQ
Conclusion generatlonA deal h will helb in all th t Hypothesis validation
niaeal research wil neip in all tinése steps
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Al system capabilities are increasing rapidly
20 Reading comprehension with
/__—_ / ;[L unanswerable questions

Reading comprehension

Image recognition
— Language understanding
Nuanced language interpretation
Handwriting recognition

Speech recognition
Predictive reasoning
General knowledge tests

Math problem-solving
Code generation

0 Human performance | . .

-20

— Complex reasoning

-60

Test scores of Al
systems on
various
capabilities

-80

l

| | | | | |
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Traditional ML

Training Tasks
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e |Individual siloed models
e Require task-specific training
e Lots of human supervised training

Foundation models

Massive external data

oL

" Massive Prompting
" Foundation
.  Model § v

> (v;/) Translation

Enterprise (/) Classification

proprietary data Prompting =
— —~
N @ E (/) CodeGen

¢ Massive multi-tasking model

e Adaptable with little or no training
e Pre-trained unsupervised learning



AU RORAGPT™:

EXPLORE PATHWAYS TOWARDS A SCIENTIFIC
FOUNDATION MODEL

 GENERAL PURPOSE SCIENTIFIC LLM - BROADLY
TRAINED - GENERAL CORPORA PLUS SCIENTIFIC
PAPERS AND TEXTS AND STRUCTURE SCIENCE DATA

 MULTIMODAL - IMAGES, TABLES, EQUATIONS,

PROOFS, TIME-SERIES, GRAPHS, FIELDS, SEQUENCES,

ETC.

+ SAFE: TRUSTWORTHINESS, SAFETY, SECURITY,
ROBUSTNESS, PRIVACY, MACHINE ETHICS

- BUILD WITH INTERNATIONAL PARTNERS (RIKEN, BSC,
OTHERS)

« MULTILINGUAL - ENGLISH, HAZE,

FRANCAIS,
DEUTSCHE, ESPANOL, ITALIANA

Advanced Scientific
Multimodal Models
(2025/2026)

Basic Multimodal Models

Text-only Models
(2024/2025)

(2023/2024)

@E ENERGY

Groups:

Aurora is: 166 Racks |
10,624 Nodes

21,248 CPUs, 63,744 GPUs ™= Sl

8 PB HBM @ ?j

10 PB DDR5c e

01 Planning
02 Data
03 Model training (pre-training)

04 Evaluation (skills, trustworthiness,
safety)

05 Post-training (fine tuning, alignment)
06 Inference
07 Distribution

08 Communication 5

Post-train

2. 3.
Data prep Pre-train

4.
Evaluation

6.
Inference

named'gafter the Leadership Class Supercomputer at Argonne that will be used for much of the training
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WHY EVALUATE A LANGUAGE MODEL?

* Tracking progress

. 0.2
— Are models getting more capable
at science tasks? 0.0 -
-0.2
= Quantitative measures
— We need to objectively, 0.4
reproducibly measure e
improvements
_.08 .
-1.0

1
Human

MNIST
GLUE
ImageNet
SQUAD 1.1
SQUAD 2.0
Switchboard
SuperGLUE
MMLU

BBH

GSK8k
HellaSwag
HumanEval

i
ZANNIE
_ ail,
/ Li: |

1000

1006

Kiela et al. (2023). Plotting Progress in Al

ICML Tutorial 2024 - Challenges in LM Evaluation

1010
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WHY EVALUATE A LANGUAGE MODEL?

= Making Comparisons
— |Is method X better than the baseline method Y?

— In what situations is X better?
— Which model should | use for my task?

'R
Meta Gemini Claude 3
Llama 3 Pro1.5 Sonnet
708 Published Published
MMLU
Ehot 82.0 81.9 79.0
GPQA
39.5 415 38.5
Deshiot CoT CoT
HumanEval
i 81.7 71.9 73.0

Meta Al (2024). Introducing Meta Llama 3: The most capable
openly available LLM to date 9

U.S. DEPARTMENT OF _ Argonne National isa
ENERG U.S. Department of rator,
managed by UChicago Arg:

Sorted by Score

LLaMA-3-708 NN N 50 6 |
Mixtral-8x228-v0. 1 [ N, 7 7
Quen-2-726 I T
Gemma-2-275 I 7 5.6
Phi-3-14 I 7 5 . 6
Mistral-8x78-v0.1 N / 3.
Qwen-1.5-326 I 7 3 .
Yil.5-348 I 7 3.
LLaMA-3-8B IE—— 2.
Qwen-1.5-110¢ [N >
Qwen-2-576 I 7 . :
Phi-3-4B} =71.7 w
Gemma-2-9B I 1.5 :
LLaMA-2-705 [ 0.
Yil.5-9BF 168.4
Qwen-2-7B I—— 5.0
Qwen-1.5-145 G /. 7
GLM-4-98 IE—6 7 .0
Phi-2-3B 55.6:
InternLM-2.5-7B E64.5
Mistral-7B-v0.3 HE———G 3.9
Qwen-1.5-75 E—— 3. 7
Deepseek-67B___ ]63.1
Mistral-7B-v0.2 EEE—2. 1
Qwen-1-78 ——5 7 .4
Gemma-1-7B m——56. 1
ChatGLM3-6B mmmmmm50.4
LLaMA-2-7B 0.3
Mistral-7B-v0. ] memm—48.1
Gemma-1-2B==44.1

GPT-3.5
< GPT-40

- Gemini-1.5-Pro
- Claude-3.5-Sonnet

40 50 60 70 80 90
Score (%)

NATIONAL LABORATORY

Ting et al. (2024). Who Wins Astronomy Jeopardy Argonne &



WHY EVALUATE A LANGUAGE MODEL?

= Assess training runs
— Sanity-check training — are we improving as we train?
— compare ablations — are the new techniques we try
improving things compared to a baseline?
— And more, ...

= Prevent regressions
— During fine-tuning — as we specialize a model, does
degrade too much on general tasks?
— During model compression — as we make smaller
versions of a model to accommodate an edge device like
a phone/field sensor, can it still do its task?
— And more, ...

nal Laboratory is a
t of

Of Arge e Nati ory
() ENBRGY SZ5mim Bttty 10

MMLU during tralnlng of OLMo—1 7~ 7B

——— MCF

0 500 1000 1500 2000 2500
Training data (billion tokens)

Gu et al. (2024). OLMES: A Standard for Language

Model Evaluations.

ICML Tutorial 2024 - Challenges in LM Evaluation

Argonne &
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WHAT DO WE WANT TO EVALUATE?

Skills: Scientists need many skills to do their jobs

German: ...

Is 9.11 > 9.9 ?

What is the capital of
Austria?

[ Translate English to

Adversarial

Cosmology { ~ )Solar|& Stellar

Adversarial Robustness

Complete the following function
based on docstring: ...

Stereotype Bias

Out-of-Distribution Robustness

* Arithmetic Toxicty
0 Robustness to Adversarial Demonstrations P
* Translation
. —— Claude-3.5-Sonnet ~ —— Mixtral-8x22B
» Factual question s ~—— LLaMA-3-70B —— Phi-3-14B
1
® COde com p I et|0 n RRneg Ting et al. (2024). Who Wins Astronomy Jeopardy
Machine Ethics
——gpt-4-0314 —— mpt-7b-chat —— RedPajama-INCITE-7B-Instruct 1 11
it ?aﬁcon-?b-instruct o= vi:una-7b-v1.3 e alpacaj-native SC I entlfl C Ta S kS
—— Llama-2-7b-chat-hf gpt-3.5-turbo-0301

https://decodingtrust.github.io/demo/ 11 Argonne &




Big Goal: LLMs as Research Assistants

https://doi.org/10.1
038/s41524-022-

Scientists assessed LLMs on specific tasks: 007652

- Growing multi-step reasoning skills Suggest

Predicting molecular properties
Uncovering genomic patterns
Interpreting astrophysical data ns
Solving mathematical problems
Creating and manipulating tools for
simulations and analysis

Accelerated
Scientific
Method

a new holistic approach where LLMs/LRMs :
are use as scientific research assistants -

Argonne &
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Characteristics of an “Al scientific assistant” that
we need to/must evaluate

An Al-based system with:
 Scientific skills
* Reasoning, math, literature understanding, integrity
» Effective assistance (no hallucination!, consistency in responses)
* Correct for all different tasks related to scientific activities
* Relevance to human and environment interaction modalities (communication skills)
* Understanding command (semantic of it), interface with tools and devices
* Degree of autonomy
* From repeating learned workflows to developing the workflow.
* Capable of hypothesis generation
« Safety for the community
* Cannot be used to harm others: e.g. design harmful substances



Benchmarks: MCQs and Open Responses

* Multi-Choice Questions (MCQs)

MCQ/Open Response Benchmarks are L
great to assess model knowledge and se tothe
reasoning capabilities

- Potentiall o Byt existing ones are too generic

e Static benchmarks saturate quickly
 They cannot be used for end-to-end Eval
| 2 We cannot only rely on benchmarking

intly

* Evaluation is difficult: Require a human evaluation of the response (= LLM as judge), UQ
- Does not scale well (= LLM as judge)
* Potential biases:

* Room for interpretation: Human may score differently the same open response = scoring
requires several human evaluation (consensus) Argonne &

AAAAAAAAAAAAAAAA



EAIRA: Multi-faceted Eval Methodology

aBenchmarks A End-to-End
4 AV 4 ‘
Proposed Methodology
. Open Response Lab Style . .
Techniques MCQ Benchmarks Benchmarks Experiments Field Style Experiments
. . | Testing knowledge o .
. Testing knowledge breadth, basic . o . Realistic trend analysis and
Main Goal reasoning depth, plal_'mmg, Realistic testing weakness diagnosis
reasoning
Prede;;;rgmed, Individual Human
Predetermined, Fixed Q&As with Defined Problems | Many Human Defined Problems with
Problem Type - Free-Response . :
known solutions . with unknown (un)known solutions
Problems with .
. solutions
known solutions
. . . . . AR Humans detailed Scalable automatic summary of
Verification Automatic response verification | Human response .
P response analysis human response
verification
e SciCode see "lab style
Examples (multi-domain), Existing f . y " see "field style experiments"
ALDbench experiments
Benchmarks
Cross Cutting Aspects « Trust and Safety (ChemRisk), Uncertainty Quantification, Scalable Software Infrastructure (STAR) —

Methodology consisting of 4 complementary evaluation techniques to comprehensively assess the
capabilities of LLMs as scientific assistants:

* purple text shows prior contributions by the researchers participating in AuroraGPT

¢ blue text shows AuroraGPT contributions.
e Black text aspects adapted from existineg work are included for a complete approach.

https://arxiv.org/abs/2502.20309

Argonne &

NATIONAL LABORATORY



https://arxiv.org/abs/2502.20309

Sample question from Astronomy benchmark dataset

ST RO I\/I C Q B e n C h m a r k How does the presence of stellar companions influence

the formation and detection of exoplanets?

(A) Stellar companions can dilute transit signals, potentially

442 5 Auto m at ical Iy g ene rate d M C QS leading to misclassification of planets and inaccurate

parameter estimations. Additionally, their gravitational

° From 885 articles in An nua| Review ofAstronomy and influence can suppress planet formation in close binary
. systems.

Astrophysms, 1963 to 2023. (B) Stellar companions provide additional sources of

L. . gravitational perturbations, enhancing planet formation

i Instructed Gemini-1.5-Pro to propose 5 queStIOnS that by promoting planetesimal accretion and facilitating the

y formation of gas giants.

can be answered based on the papers content. (C) Stellar companions contribute to the metallicity enrich-

. . . ment of planetary systems, leading to the formation of

* Ea Ch queStlon was accom pamed by four Optlons (A; B; more massive and diverse planets, including super-Earths
C, D) only one of which is correct. 280 sot npen - —

(D) Stellar companions act as gravitational lenses, increasing

the detectability of exoplanets through microlensing
events and enabling the discovery of planets at greater

* Robustness considerations added to the prompt

gen erating the queStionS_ distances from their host stars.
* 200 MCQs were manually validated, e s.sone: - — - LLaMA-3.700 O 6 ~
Claude-3.0-Opus I .7 *+ mixtral-8x228-v0. 1 [ '
GPT-d0 I . qwen-2-726 [ 77
Claude-3.0-Haiku I 7 7 .9 Gemma-2-276 I § . 6
Some take aways: Gemini-1.5-Pro I / /-6 Phi-3-145 E— 5.
Yi-Large I 7.3 Mistral-8x76-v0.1 I 3.
» Claude 3.5 Sonnet best (N0 O1 test) ciaude-3.0-sonnet 6.7 Qwen-1.5 320 E—>
: Step-2 I 6.6 ¥i1.5-345
« Llama-3-70B on par with GPT40 Cloude 5.0 75 3 Lt 3.8 — G
: : s . . 5. n-1.5-1108 I
- Published in July 2024 on arXiv (journal: 2025) > 7 O wen2570 I ©
o ERNIE-4.0 I 5 - 1 Phi-3-48 71.7 v
Benchmark almost/probably saturated ey - . e — 1
(PN, US DEPARTMENT OF  Argonne National Laboratory is a
\WENERGY ..oiis e Y.-S. Ting, et al.i, AstroMLab 1: Who wins astronomy jeopardy!? Argognge

Astronomv and Computina. Volume 51. 2025.



ASTRO BENCHMARK Sub-areas in astrophysics

performance degradation in

more recent topics
— . —

Lessons learned:

« Manual validation shows that automatically generated MCQs are of high-quality

* Models may have been trained on the papers - we need a dynamic approach

« MCQ Manual validation is the bottleneck! not automatic generation

—— (Claude-3.5-Sonnet —— Mixtral-8x22B —— Claude-3.5-Sonnet — GLM-4-9B
—— LLaMA-3-70B —— Phi-3-14B —— Qwen-2-72B — Yi-1.5-34B

Euene»i English-focused models 17| Non-English-focused models | Argonne &




AUTOMATIC HIGH-QUALITY BENCHMARK GENERATION/VALIDATION

Many scientists have the same need: generate specific MCQ benchmarks for their
problems

- We need an integrated framework to generate/validate MCQs Benchmarks

Bootstra.p VEUE]
automa’FIC Increase Benchmark saturated
generation difficulty
7 N\ Al4S
_ Accepted|/ o N Benchmark

Library Manual Manual YYISeY @#% Quality -y -—
of scientific Generation \'alidation omparison

papers Tool Tool With SOTA

) Accepted

_ Quality
é:’;]oerpatl g / Comparison

g . S-»U

Validate

automatic

generation
Validate
automatic
validation difficulty

P T — A\ T | (012 g Tz L i [o
4 @ ENERGY U.S. Department of Energ
Rt managed by UChicago Aiyuie, Lee.

Automatically
compare
difficulty level
with SOTA (e.g
GPQA, etc.)

Test Results
LLMs

Argonne &



SCICODE Open Response Benchmark (integrated into the methodology)

Scientist-curated code generation benchmark (mathematics, physics, chemistry, biology, materials science)
80 main problems (numerical methods, simulation of systems),
decomposed into 338 subproblems.

: Main Problem Subproblem 2

The problems naturally factorize into multiple ?%ﬁiﬁi‘e’“ra&fe".%’tﬁ“f?%%@é%{%%?ﬁ%}ﬁﬁ%’fﬁ: (ﬁgfe"a'ggg:;,gg:’;gg;fgg’:;gﬁ,’?g,ensiona, e
subproblems, each involving knowledge recall, e iL it eton [MORE BACKGHOUND TEXT] )

p . ’ . g g ’ (?e?fﬁs;nl;)lagihern_number_grid(delta, a, t1, t2, N): (Question: Calculate the Chern number using the Haldane Hamiltonian.]
reasoning, code synthesis. - _ (Docstrings ~

delta (flnat);c‘]rhe grid size in kx and ky axis. def 'clgllrllpute_chern_number(delta, a, t1, t2, phi, m):

_Tosi Lesson learned:
Imp : : : i
eachl * OpenAl 01-preview can only solve 7.7% of main problems (right level of difficulty). | __J
comp « Difficulty comes from the necessity to combine of multiple skills:

scicd problem understanding, retrieval, reasoning, planning, code
multi generation.

evalu] * Using codes as the results of the questions makes verification “trivial” but it is not
applicable to all open question problems: e.g. bio

Probgq )
Nobel price level problems. Minyang , : oding Benchma y Scientists, arXiv:
U.S. DEPARTMENT OF Argonne National Laboratory is a i .
@ENERGY o5 sinr arxie 240713168

Argonne &


https://arxiv.org/abs/2407.13168

Understanding/modeling question difficulty

ANL-HPE COLLABORATION: DOREMI: DIFFICULTY-ORIENTED REASONING EFFORT MODELLING OF SCIENCE
PROBLEMS FOR REASONING LANGUAGE MODELS

= Current benchmarks fail to characterize why problems are difficult for reasoning LLMs - they fold diverse
challenges into single accuracy scores. > How do we know if a benchmark question is difficult?

» |t remains unclear what level of reasoning effort to is required across benchmarks.

- Need principled ways to 1) measure difficulty for curriculum learning, 2) benchmark creation, and 3) reasoning
effort estimation.

DoReMi

* Compute Multi-dimensional
Difficulty Fingerprints for a
benchmark using Bloom
Taxonomy metrics across 7
dimensions

*Use LLM as a judge approach to
evaluate questions on the Bloom
dimensions

* Use Multiple LLM Judges and
check consensus.

g

(@ ENERGY 0I5ttt . . Argonne &
DoReMi: Paper submitted to an Al conference I

* Study correlations between LLM
judges difficulty assessments and
some metrics of LLM perceived
difficulty to respond to a question.

—> Link difficulty to cost (time,

tokens, etc.)

» Consider multiple metrics:
* Wrong Answer Fraction (WAF)
* Minimum Reasoning Token (MRT)
» Expected Runs to First Correct Answer
(R2FCA)
* Uncertainty of Correct Answers (UCA)
* Reasoning Inconsistency (RI):
* Etc.




End-to-End Eval: FIELD STYLE EXPERIMENT

FM/
LLM

Researchers Input Outputs

interactions
with the FM/LLM

Responses to
interaction

Knowledge,
Skills

Lab style experiments: Human evaluation, tries to solve 1 specific problem, compare
different models, guide LLMs (requires efforts: some prompt engineering),

Field style experiments: Automatic evaluation, capture what researchers actually ask, much
broader diversity of Q&As, large diversity of prompt engineering, statistical evaluation

~ WildBench (1024)

Several papers on this topic (but not for Science activity) oses 0,

Creative

WildBench: Benchmarking LLMs with Challenging Tasks from Real Users in the Wild, "=
B.Y. Lin and Y. Deng and K. Chandu and F Brahman and A.Ravichander and V. Pyatkin and

N. Dziri and R. Le Bras and Y. Choi, 2024, arXiv 2406.04770 o "-%
HaluEval-Wild: Evaluating Hallucinations of Language Models in the Wild,
Zhiying Zhu and Yiming Yang and Zhiqing Sun, 2024, arXiv, 2403.04307

Planning

“Do Anything Now": Characterizing and Evaluating In-The-Wild Jailbreak Prompts on Large Language Models

NEHay Sheniand.Zeyuan Chen and Michael Backes and Yun Shen and Yang Zhang, 2024, arXiv 2308.03825  Argonne &



End-to-End Eval: 1000 1500 SCIENTISTS
JAM IN 9 LABS SIMULTANEOUSLY (FEB.28,

Researcher narticination and contributions on a voluntarv basis.



1,000 Scientists Jam Session: In number:

Researcher participation and contributions on a voluntary basis.

Total:

2800+ problems

15000+ assessed prompt
responses

Argonne:
720 problems
2500 prompts

U.S. DEPARTMENT OF _ Argonne National Laboratory is a
US. Department of Energy laboratory A
ENERGY -5ty et s e rgonne
NA

TIONAL LABORATORY




1,000 Scientists Jam Session: Domains

Researcher participation and contributions on a voluntary basis.

 Literature search, analysis, survey « Domain specific LLMs/Agents (use
« Data analysis and forecast, interpolation, extrapolation, LLMs as foundation models)
- classification (Point Cloud, signal, protein sequences, files, < | © Hyper parameter exploration for DL

etc.) training.
* Anomaly detection

.+ Signal Analysis

« Battery design
» Scientific Visualization

* Chemical Mechanisms

Physics beyond standard model
 Algorithm design/optimization

« Automatic code generation/refactoring
+ Code translation

* Infrastructure modeling and

Infra. Physics

resilience
* Debugging codes (sequential, parallel) -« Natural Disaster assessment
. * Automatic code performance tuning/optimization
o Identlfylng performance bottlenecks o Surrogate model
_ * Mathematical derivations
« Automatic tuning of instruments < | -+ PDE solving
o Experimental Design (including autonomous workflow) ‘E"- « Convergence proving
= « Dark mater experiment design « Equation validity testing
* Derivative analysis
7 * Understanding mechanisms of Cancer « Uncertainty estimation
WENERRY SFstanidiviy radiation effects on human cells Argonne &

= * Inverse problems

_ | pp Y LY LY o WL B [ [ Py



1,000 SCIENTISTS JAM SESSION: SKILLS
STRENGTH (AVERAGE OVER THE WHOLE

CEIR@S%[J{J?QL to automatically score (1-5) the LLMs responses

Overall Skill Statistics (All Samples)
(Error bars show standard deviation)

Different blue colors represent different

G—

41
-

—y L
J W
Result robust i
. against change ™
: the judge
N model .
s® (gpt 40 -> gpt AR AN
T o1)

Argonne &



WHY DO WE NEED UNCERTAINTY ESTIMATES?

Reliable estimates of uncertainty can help us:

& Build or reduce trust in certain pointwise predictions...

& Compare the performance of different models (i.e., uncertainty in metrics)...

& Identify areas of improvement for a given model (e.g., for active learning)...

& List all plausible answers subject to specified probabilistic guarantees...

& Produce more natural responses (that reflect confidence) for dialogue agents...
&Abstain from making predictions when in doubt...

® Hallucination detection in LLM generations

® Adversarial attack detection

® Reinforcement learning / control theory

® (Emerging) Improving performance of multi-step reasoning systems

f&\ U.S. DEPARTMENT OF crgesne National I'.aEbma!ov‘y;s a °
(BJENERGY U:.Srisorsregyorsioy 26 Argonne
NATIONAL LABORATORY




WHY DO WE NEED UNCERTAINTY ESTIMATES?
"Capital of Canada?" ——> —>"Torinto'.'

External verifier: ; Versacity score:
Fact-checker, RAG, etc. V=0.15

External knowledge source:
search index, KB, another LLM

Prompt: Answer:
"Capital of Canada?" —> | LLMl ——> "Toronto"

Uncertainty estimator _)Uncerlja:n(%(s)core:

LLM capabilities:
logits, multiple samples,
hidden states, attention weights
WWENERGY LSSty Argonne &
Uncertainty Quantification for Large Language Models, The 63rd Annual Meeting of the Association for Computational Linquistics (ACL-2025) e




CLASSES OF UQ APPROACHES FOR LLMS

. Black-box methods
o Verbalized uncertainty
m Directly asking the model about its confidence in a generated answer
o Consistency-based
m Sample multiple generations and measure their (semantic) consistency.
. White-box methods
o Information-theoretic
m Assess uncertainty as measured by probabilities given by the model
o Introspective
m Analyze model embeddings and/or attention masks

%%, U.S. DEPARTMENT OF  Argonne National Laboratory is a

7 U, Department of Energy laboratory A
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CONSISTENCY-BASED UNCERTAINTY

&. Intuition: diverse responses to the same prompt indicate high uncertainty.

Low uncertainty

LLM

The capital of France is Paris.
France's capital city is Paris..
Paris is the capital of France.

Paris.

i, U8 DEPARTMENTOF  Argonne National Laboratory is a
\ZJENERGY i risniisem iz
Uncertainty Q

uantification for Large Language Models, The 63rd Annual Meeting of the Association for Computational Linquistics (ACL-2025)

High uncertainty
LLM
The capital of France is Lyon.

France's capital city is Marseille.

The capital of France is Paris.

| think it's Bordeaux.

Argonne &



CONSISTENCY-BASED UNCERTAINTY

Semantic Entropy

&, Entropy over semantic clusters.

&, Let be semantic clusters from Number of Semantic  yg = —= Z ICom| log Prn(x)
Sets partition.
C={y:Vy €C,NLI(y,y') = NLI(y',y) = entail}. Pr(x) = Zc Py | x).

Can you drive me to the airport? It was a lovely painting

It will rain tomorrow
Paris is the capital of France The weather will
France's capital is Paris be rainy tomorrow
| need a ride to the airport The painting was beautiful '

(@ENERGY Ufiiiarinn Argonne &»
Uncertalntv Quantlflcatlon for Large Lanquage Models, The 63rd Annual Meeting of the Association for Computational Linquistics (ACL-2025)




CHEMICAL REACTION PREDICTION

Researche Questions Answers Uncertainty

r Quantification
—_— —_— —_—

How confident is
- - the model about I
I its answers?
_— | _— |

Another Example: UPSTO dataset

| reactants_smiles 7 7 7 Tproducts_smiles ““’I
: C1CCOC1.CC(C)C[Mg+].CON(C)C(=O)c1ccc(O)nct.[CH CC(C)CC(=0)c1cec(O)nct I
| CN.0.0=C(O)c1ccc(Cl)c([N+](=O)[O-])c1 CNc1cec(C(=0)0)cc1[N+](=0)[0-] |
I CCn1ce(C(=0)O)c(=0)c2cc(F)c(-c3cec(N)ec3)ec21.0=CO CCn1cc(C(=0)0)c(=0)c2cc(F)c(-c3ccc(NC=0)cc3)cc21 I
| CC(C)=C(CHN(C)C.COCC(C)Oc1cc(Oc2eng(C(=0)N3CCC3)cn2)cc(C(=0)0)c COCC(C)Oc1 cc(Oc2enc(C(=0)N3CCC3)en2)cc(C(=0)Nc2enc(C)en2)e |
I 1.Cc1enc(N)en1.CICCl.c1cencet 1 |
| Cletcc2e(Chinc(-c3cence3)nc2s1.NCe1ece(Cl)e(Cl)ct Clc1cc2c(NCe3cec(Cl)c(Cl)e3)nc(-c3cence3)nc2s1 |

I General prompt: Given the smiles representation of the reactant and reagents,
please predict the product and output in smiles representation.......
A few examples are given below:

| Reactant and reagents: Predicted
C1CCOC1.CC(C)C[Mg+].CON(C)C(=0O)c1ccc(O)nc1.[Cl-] GPT Product 1
Product 2
Product3  gimilarity
I Reactant and reagents: measurement

I Cletec2e(Cl)ne(-c3eence3)nc2s 1.NCe1ecc(Cl)e(Cl)ct
I Product:
?

Generate test results & conduct

|
|
|
Products: | 4
I cc(c)cc(=0)ctecc(O)net I »
|
|
|

]

(7%, US DEPARTMENT OF - Argonne National Laboratory is a o
\ZJENERGY [.imystiisaiic Argonne

NATIONAL LABORATORY



CHEMICAL REACTION PREDICTION

Method AUC-3 AUC-10 AUC-15 AUC-20

GPT-4 + Orig. 0.864 0.919 0.915 0.927
GPT-4 + Reform 0.972 0.941 0.958 0.993

GPT-3.5 + Orig 0.904 0.899 0.924 0.943
GPT-3.5 + Reform 0.919 1.000 1.000 1.000

.S DEPARTMENT OF  Argonne National isa
ENERGY U.S. Department of boratory



UNCERTAINTY PROPAGATION OF LLM MULTI-STEP DECISION-MAKING

Core Research Question: How should we propagate uncertainty in LLM decision-making chain?

Cr——

task: x decision: y; obs: 0, decision: y,

Task: Could you pleas help me to find the executable =2 _ 0s B Wikivedi 08{™9 :
file “echo-love” from my computer? ' -) 3 |
2 [
. 207
[§ ision Trajectory y, decision (o) observation Uncertainty Propmlioﬂrz I(ye; veilx) =

LLM Agent 08 (Environment): 08 (Emvironmant):
Reason which Reason: It means it is Reason: Alter the exocutable-
et iy fompty) 6ot in PATH. | shoukd by m,,m“"" . chacking wih cumemand est
Action: bash command. Should retrn
“bosh find / type [-name answoe(11/echo-dove, A \:.’ % ¢ o
“ocho-love” 2xdewhnul® M2echodove, ...) j o? e b ged o “\sh\)%(ov
o

Duan, J., Diffenderfer, J., Madireddy, S., Chen, T., Kailkhura, B., & Xu, K. (2025). UProp: Investigating the Uncertainty Propagation of LLMs in Multi-Step Agentic Decision-Making. arXiv
preprint arXiv:2506.17419.

G U.S. DEPARTMENT OF _ Argonne National Laboratory is a
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UNCERTAINTY PROPAGATION OF LLM MULTI-STEP DECISION-MAKING

Core Research Question: How should we propagate uncertainty in LLM decision-making chain?

H(y|x) 7
D - J\
O——0— 10 = | pOalys, p )
task: x decision: y, obs: 0, decision: y, p(yzlx) = 2lyn X Q1\X N

external uncertainty inherited from y,
internal uncertainty conditioned on y,

Predictive uncertainty regarding decision y,

Entropy Perspective H(y;|x) = H(y;|y1,x) + H(y1|x) — H(y1|y2,x)
= H(y2|y1,x) + I(y1; ¥2|x)

> >
<! "

task: x  decision: y; obs: 0, decision: y, end decision: y,

Helx) = HYelye-1,Ye-2,, %) + I(Ye-1; Yelx) + ’(}'t-zi)’tl}’t—bx) + -+ IV YelYe-1,Ye-2,"", X)

Duan, J., Diffenderfer, J., Madireddy, S., Chen, T., H(yelz) = H(yelyr:e-1,2) + Z H(ylz) - H(ylwi, z))
Kailkhura, B., & Xu, K. (2025). UProp: Investigating

the Uncertainty Propagation of LLMs in Multi-Step = (y: lY1:6-1, 37) + z I(yd Yil¥isr:e-1,2),
Agentic,Degision- Maklng aerv prepnnt > Ao v

arXi ERGXO... Intrinsic Uncertainty Extrinsic Unccnainty Argonne o



RESULTS

Table 1: AUROC results over AgentBench-Operating System and StrategyQA benchmarks. For

single-turn baseline UQ methods, uncertainties are aggregated by averaging over all steps. Success Rate: fraction of
episodes in which the
Models Success Rate  PPL LS PE SE Deg SD  sentSAR | UProp (ours) agent actually solved the
Benchmark: AgentBench (Operating System) benchmark problem
GPT-4.1-Nano 0.307 0725 0756 0.768 0.770 0757 0779 0775 0.781 (returned the right shell
GPT-3.5-Turbo 0.275 0747 0750 0.782 0.765 0765 0749  0.777 0.791 state for AgentBench-OS,
Gemma-2-27b-it 0.289 0747 0636 0.760 0.755 0652 0766  0.755 0.814
DeepSeek-V3 0310 0729 0636 0724 0716 0655 0717 0722 0.767 or the correct Yes/No
Qwen2.5-72B-Instruct 0.508 0.625 0620 0.707 0.687 0631 0678 0678 0.704 answer for StrategyQA).
Average 0.338 0715 0679 0748 0738 0692 0738 0741 | 0771
Benchmark: StrategyQA AURO_C (01.%=_rangfon:
GPT-4.1-Nano 0.691 0512 0492 0542 0503 0502 0499 0527 0.544 guessing, 1.U = pertec
GPT-3.5-Turbo 0.611 0.593 0438 0.623 0.611 0440 0.600 0.607 0.604 separation)
Gemma-2-27b-it 0.777 0.698 0615 0669 0.624 0622 0640 0.667 0.766 asks “When the
DeepSeek-V3 0.790 0.573 0548 0559 0558 0575 0574 0563 0.607 agent savs it is confident
Qwen2.5-72B-Instruct 0.796 0.500 0495 0573 0573 0493 0567 0563 0.617 ag y ) ’
— is it actually more likely to
Average 0.733 0575 0518 0593 0574 0526 0576 0585 |  0.628 be right?”

Duan, J., Diffenderfer, J., Madireddy, S., Chen, T., Kailkhura, B., & Xu, K. (2025). UProp: Investigating the Uncertainty Propagation of LLMs in Multi-Step Agentic Decision-Making. arXiv
preprint arXiv:2506.17419.

U.S. DEPARTMENT OF _ Argonne National Laboratory is a 3 5
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HotpotQA: GPT-3.5-Turbo HotpotQA: Gemma-2-27b-it AgentBench-OS: GPT-3.5-Turbo  AgentBench-OS: Gemma-2-27b-it

0-72 0.76
0.80
0.70 0.75 .
8 s 0.82 0.75 W‘-—l
g 0.68 . ‘ 0.80 v
073 s - 50 0.70
<€ 0.66 ‘ o PR —o— SentSAR 0.78
0.641° 0.72 —a— SE ~%- UProp 0.76 p |t ] 0.65 ‘\”_//“\’.\.__‘_.
- 0.714 ey 0741 —
Trajectory Sample Number Z Trajectory Sample Number Z Trajectory Sample Number Z Trajectory Sample Number Z
o AgentBench-0S HotpotQA StrategyQA
3 100%
<
Q@ 80%
5
Q s0%
E 40% 4
o
£ 20%1
S
c 0%- d . * e a T * ad a T ™ T * v
= 2 a 1 3 a4 5 T 1 3 a4 s 7
Step Index Step Index Step Index
GPT-4.1-Nano U ~® - GPT-3.5-Turbo IU —4 - Gemma-2-27b-it IU ~#- DSV3IIU —o— Qwen2.5-728-InsTruct IU
-+~ GPT-4.1-Nano EU ~#- GPT-3.5-Turbo EU -4+ Gemma-2-27b-it EU 4 DSVIEU ~—e— Qwen2.5-72B-InsTruct EU
ss e agome ol Lboeryise - Duan, J., Diffenderfer, J., Madireddy, S., Chen, T.,Kailkhura, B., & Xu, K. (2025). UProp: Investigating the Uncertainty 36
@ENERGY menesedbyuehesse freeme U Propagation of LLMs in Multi-Step Agentic Decision-Making. arXiv preprint arXiv:2506.17419. Argc’.ﬂ"%.Q




CONCERNS ON Al SAFETY AND ALIGNMENT

€he New Jork Times FORTUNE TR
b i : Your favorite A.l. language tool is toxic

Researchers Poke Holes in Safety

Controls of ChatGPT and Other

A new report indicates that lhc_ guardrmAls for w'idcly used OpenAl's new 'anguage Al improves on GPT-3, but

chalbo('s can be lh_wancd. leading to an increasingly still lies and stereotypes

unpredictable environment for the technology. : RS ‘ ; : = cazac o

Samsung workers made a major error by

: 3 using ChatGPT
shockingly good—and completely mindless BN o o acctson publshed Ape 04, 2023

he Al is the lare 0 model ever creat ind can generate amazing

OpenAl’s new language generator GPT-3is

Samsung meeting notes and new source code are now in the wild
, after being leaked in ChatGPT

(2 ENERGY 2% Argonne &



BLUEPRINT FOR AN

Trustworthiness
problems in Al Al BILL OF

RiGHTS

> Robustness: Safe and Effective Systems

> Fairness: Algorithmic Discrimination MAKING AUTOMATED
Protections SYSTEMS WORK FOR
> Data Privacy THE AMERICAN PEOPLE
> Notice and Explanation
OCTOBER 2022
> Human Alternatives, Consideration, and
Fallback
® ARTICLE OCTOMER 30, 303
EUROPE'S FACT SHEET: President Biden *
Issues Executive Order on Safe, '&

AI. ACT: |

Secure, and Trustworthy Artificial
infeTrust £ Intelligence




Enhance the trustworthiness of LLMs for enterprises
after helping identify the model vulnerabilities

L)
July 21, 2023
FACT SHEET: Biden-Harris
Administration Secures Voluntary
Commitments from Leading Artificial
S Intelligence Companies to Manage the

‘ :‘la’lglo'l’br-‘).ub?' Y R':k.‘ P S d b 'AI
K, ’ Large Langusge : ISKS rosed by

7l Amazon, Anthropic, Google, Inflection,

Meta, Microsoft, and OpenAI commit to:
# &€ wmPT-30B

- + investing in cybersecurity and insider
- threat safeguards to protect proprietary

and unreleased model weights
ﬂ StarCoder | SA

=]

» internal and external security testing of
their AI systems before their release

+ facilitating third-party discovery and
reporting of vulnerarl:%ities in threyir Al
systems

External red-team and trustworthiness evaluation
for customized pre-trained and fine-tuned LLMs




Building Trustworthy FM Enabled AI Systems

Component 1 ‘IYI.?
Report
g8 v « Trustworthy fine-tuning, RLAIF
g@ Sandbox = « Neuron Cleans
ﬁ N D - Knowledge-enhanced
e RN O\ d; L el I l N v trustworthy LLMs
{ —+¢CLM > : ,
\:%,/L M \::/ edTeanng — trustworthiness alignment > ::\{\\L .
‘ﬁ@b . =7
() oGl knowr:n o g @ Trustworthy Model
@ unknown vulnerabilities — Y

|
\ v

Component 3

£
Input/Output Content Moderation m

+ Retrieval based LLMGuard
+ Knowledge and data
driven content analysis

f’{ﬁ U.S. DEPARTMENT OF _ Argonne National Laboratory is a o
. \ZJENERGY [.imystiisaiic Argonne
o Ao



SKILL, SAFETY, TRUST AND RELIABILITY EVAL

FRAMEWORK

!

BE@BE Sandbox

for

A ) PPy eval.
YLLM——({LLM ,
o o~/ red-teaming

@ :
test against known and

() unknown vulnerabilities

7%, Us. DEPARTMENT OF _ Argonne National Laboratory is a
7 ENERGY U.S. Department of Energy laboratory
managed by UChicago Argonne, LLC.

e SkKkill:
o benign benchmarks
o Described earlier
e Safety and Trust:

o Non-benign benchmarks
o Ex: toxicity, bias
o decoding Trust, Trust LLM

e Reliability
o Robustness in prompting
o uncertainty quantification
o metrics

Argonne &



SAFETY AND TRUST EVALUATION FOR SCIENCE DOMAINS

* Potential risks
associated with

Ia Propose harmful substances I b Repurpose for harmful use Ic Bypassing regulations I

Adversary Al models Substances Al models Adversary Al models

—_— ,Ei — ’Ei — =52 § ., Synthesis
misuse of Al models i’f “P ! V‘ '11 & s
in science domains Harmful Sl N Restricted ?q:/;”

substances ."-| substances lril

(<}
d Unexpected effects e Misinformation f Inaccuracy

User Al models Substances Adversary Al models User Al models

 Both by humans = e NES
and computational e 85— V)

Agents

(ENERGY 122

()
g I A Scientific & Inaccurate “

Side effects Pollution misinformation B&= conclusions o o

g Intellectual property h Privacy I i Bias and discrimination I

> ,:n = > ,:n >
82 }i — \, e (= — Y Al models =] — @w Al models
models | =D =
Training dataset l Private l Biased |
datasets datasets Biased
Patented s Privacy 4 $ iase
structure K leakage predictions
J. He et Al., Control Risk for Potential Misuse of Artificial Intelligence in Science, Dec. 2023, Argonneﬁ

arXiv:2312.06632v1
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Goal: Provide the first comprehensive

trustworthiness evaluation platform for LLMs

Adversarisd © Sarwhand AMCLLE Sov hears 143 10

b Robasines {
. * Onalergyg shonariad awr prompm ANCILL «+« A3

E 9 - - - sM"“._.:‘__:' ‘ * 000 koo wdge 4. 24
e oriormance of LLMs on existing benchmarks | | e ——
e Resilience of the models in adversarial/ f} e
. . Robuninew en
challenging environments (adv. system/user o D —
prompts, demonstrations etc) l = P ren—
e Cover eight trustworthiness perspectives

Py Irabage of Walnong da WA )
S u— __"""' —'A { © Py bskage deing comverations W8 2
® Py bl wnrrh s ey - A Y

8 tests: Toxicity, Stereotypes, Adversarial

Robustness, Out-of-distribution Robustness, | = [—

Robustness on Adversarial Demonstration, 1 o

Privacy, Machine Ethics, Fairness EP—

Wang, Boxin, et al. "DecodingTrust: A Comprehensive Assessment of Trustworthiness e | Sl { * Ut oo et e ) pouasss e

in GPT Models." Advances in Neural Information Processing Systems 36 (2024). TSR p——

t
I el e e



DecodingTrust: Comprehensive Trustworthiness Evaluation Platform for LLMs

t ]z (Outstonding Paper Award
W @NeurIPS 23

Goal: Provide the first comprehensive

trustworthiness evaluation platform for LLMs

e criormance of LLMs on existing benchmarks

e Resilience of the models in adversarial/
challenging environments (adv. system/user
prompts, demonstrations etc)

e Cover eight trustworthiness perspectives

Our generated
challenging

data/prompts




Overall Trustworthiness and Risks Assessment for Different LLMs

Adversarial Robustness ——gpt-3.5-turbo-0301
—-—gpt-4-0314
—— alpaca-native
—=—vicuna-7b-v1.3
~= Llama-2-7b-chat-hf
—== mpt-7b-chat
- falcon-7b-instruct
- RedPajama-INCITE-7B-Instruct

Distribution Robustness Stereotype Bias

Robustness to Adversarial Demonstrations Lodoxicity

Privacy Fairness

Machine Ethics

DecodingTrust Scores (higher the better) of GPT Models

¢ No model will dominate others on the eight trustworthiness perspectives
¢ There are tradeoffs among different perspectives



Weapons of Mass Destruction Proxy (WMDP) benchmark

White House Executive Order on Artificial Intelligence 2 Reveret Ganeics 8 gy g o

. . . Enhanced Potential Pandemic Biol . ourcing / Procurement
highlights the risks of large language models (LLMs) Wrathogens 1520, Chemiskey 1?;“?@37’5 -

. . . . . . . ual-use Virolo 4 Analysls/ Ver (a“on»
empowering malicious actors in developing biological, bt emsrpued oo Sl b
. ! = Miscellaneous
cyber, and chemical weapons
C) 3o
WMDP: An extensive dataset of questions that serve as a |
proxy measurement of hazardous knowledge in biology, — rr——
chemistry, and cybersecurity Svcamonin e B feconraance ]
3,668 MCQs costing over $200K to develop. ($50 per Hazard Levels of Knowledge
M C Q ) Biosecurity Cybersecurity
Questions were checked by at least two experts from P ——— Genen Computer Sty
d|fferent Organlzatlons = “Mitochondria is the powerhouse of the cell” is a type of mal
. . . . . Expert-level Virology Precursors to Vulnerability Research

RMU (Representation Misdirection for Unlearning) et et ®Reverse Enginering

reduces model performance on WMDP questions to _ _
random chance, while leaving accuracy nearly

untouched on a standard battery of general knowledge
tests (MMLU, MT-Bench).

Increase the norm of model activation in early layers.

Basic knowledge to preserve Knowledge tested by WMDP . Hazards expunged by removing yellow

Hazard levels of knowledge. WMDP consists of knowledge in the yellow category. We aim to directly unlearn
@ ENERGY ﬁfn"g"ab;“ﬁ& rsg Aggl Zbora atory hazards in the red category by evaluating and removing knowledge from the yellow category, while retaining as

‘ https //WWW Safe a|/b|0qlwmd D- bench mark much knowledge as possible in the green category.




Thanks!

Q&As

7%, U.S. DEPARTMENT OF _ Argonne National Laboratory is a A o
7 ENERGY U.S. Department of Energy laboratory r on ne
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